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• RNN are the backbone of time series and sequences modeling
• Architectural variants of RNNs only represent singular points in the 

space of RNN
• RNN accuracy depends on hyperparameter configurations
• Given RNN variant, predicting its accuracy before training is limited.

• A powerful dynamical system method for characterization and 
predictability of dynamical systems is Lyapunov Exponents 
(LEs). 

• LEs capture the information generation by a system’s dynamics 
through measurement of the separation rate of infinitesimally 
close trajectories.

• However, the connection between LE and network performance 
has not been explored extensively.

• Computation of LE spectrum

• Autoencoder for LE spectrum

 

• Embedding of Autoencoder Latent representation

AeLLE (Autoencoder Latent Lyapunov Exponents)

Sequential MNIST Classification with 
Different Network Type

Pre-Trained AeLLE for Accuracy Prediction 
Across Training Epoch

Table. Pre-trained 
AeLLE classifier vs. 
loss-based classifier 
evaluated at different 
stages of training
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