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INTRODUCTION

• Understanding neural code helps relate neural activity and 
behaviors.

• Complex behaviors are only interpretable at the level of 
neural population.

• Neural spiking activities are stochastic, firing rates vary 
from trials to trials even under the same behavior.

>> requires methods modeling population activity on a 
single-trial basis to uncover firing mechanism behind noisy 
spike trains.

• Neural Data Transformers [1]: successful at capturing 
neural dynamics by characterizing relationship between 
timesteps of population responses, but ignores rich 
covariation between neurons.

 >> We propose SpatioTemporal Neural Data Transformer 
(STNDT) to explicitly learn both the spatial coordination 
between neurons and the temporal progression of 
population activity. 

>> STNDT achieves state-of-the-art performance on 
modeling neural dynamics.

METHODS

RESULTS

Datasets: Neural Latents Benchmark [2]: electrophysiological recordings from 
rhesus macaques covering:

• autonomous and non-autonomous neural dynamics.

• variety of behavior tasks (target reaching and time reproduction).

• variety of brain regions (M1, PMd, S2, DMFC).

• Motor cortex (M1) & 
dorsal premotor cortex 
(PMd)
• Autonomous dynamics

• Motor cortex 
• Naturalistic, 

unstereotyped behavior

• Somatosensory area 2
• Input-driven dynamics

• Dorsomedial frontal 
cortex
• No moment-by-moment 

behavioral correlate

Architecture:

• Two separate self-attention modules 
for temporal and spatial dimensions:

• Mask language modeling loss:

• Contrastive loss:

• STNDT achieves state-of-the-art prediction of firing activities for unobserved neurons and 
timesteps. 

• STNDT reveals stereotyped features of neural activity.

• STNDT helps accurate decoding of behaviors.

• Ensembling multiple models improves STNDT performance.

• Incorporating contrastive loss improves STNDT performance.

• STNDT identifies consistent subsets of important neurons whose activities contain 
salient information representing the response of the population to behavior task.

• Predictive performance decreases slightly when random neurons are removed but 
deteriorates significantly when important neurons are removed.
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Figure 2: Correlation of firing rates among neurons contains salient information to infer population dynamics. 

Figure 3: Four datasets covering rich neural dynamics under various scenarios [2].

Figure 1: Denoising objective [2]

Figure 4: STNDT architecture

Figure 5: Mask loss and contrastive loss

Figure 6: A) Inferred firing rates recover PSTH structures. B) Behavior decoded from STNDT-inferred rates match the ground truth 
behavior. C) Model performance improves as multiple models are ensembled.

Table: STNDT achieves state-of-the-art performance on modeling neural population dynamics, most notably 
on the primary metric co-bps.

Figure 7: Left: Spatial attention weights reveals important neurons. Right: Performance decreases significantly when 
these important neurons are dropped from the population.
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