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Self-Supervised Learning (SSL) for Jet Tagging

• At the CERN_LHC, jets are showers of particles initiated by quarks and gluons.
• As opposed to supervised learning, which is limited by the availability of labeled 

data, self-supervised approaches can learn from vast unlabeled data.[1]
• One of the most powerful self-supervised learning approaches is contrastive 

learning: to learn the general features of a dataset without labels by teaching the 
model which data points are similar or different.

Jets and Self-Supervised Learning

VICReg [3]

• To generate similar data points, we apply augmentations to jets. [2]
• General: Translation, Rotations, cropping, etc.
• Physics informed: soft splitting, colinear splitting, etc.
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• The contrastive loss function has three terms:

• Invariance: the mean squared distance between embedding vectors, learns 
invariance to augmentations

• Variance: a hinge loss to maintain the standard deviation (over a batch) of each 
variable of the embedding above a given threshold. This term forces the 
embedding vectors of samples within a batch to be different.

• Covariance: a term that attracts the covariances (over a batch) between every 
pair of (centered) embedding variables towards zero. This term decorrelates the 
variables of each embedding and prevents an informational collapse in which 
the variables would vary together or be highly correlated.

Datasets

Setup

Name Size Type Features
Hbb vs QCD[4] 10 million jets Real CMS 

simulation (stand 
in for “data”)

Tracks & SVs

JetClass[5] 100 million jets Delphes
simulation, less 
realistic (stand in 
for “simulation”)

Only particles

MultiJet primary 
dataset from Run 
of 2012[6]

10 million jets Real CMS Open 
data

• We plan on using three datasets:

• To see whether SSL helps improve the performance of jet tagging, we devised 
two tests:

• Domain adaptation test: Does self-supervised pretaining in unlabeled data + 
finetuning in labeled simulation help the model adapt to the data domain?
• Note: domain shift between unlabeled and labeled samples (e.g., differences 

in pileup distribution, etc.)

Baseline model (Interaction Network[4])

• Sample size test: Does self-supervised pretraining in (much larger) unlabeled 
data + finetuning in (much smaller) labeled simulation improve overall 
performance?
• Note: no domain shift between unlabeled and labeled samples

Weakly Supervised Learning (WSL)

Summary

• The goal of WSL is to facilitate training with noisy labels.
• Although real data does not have labels, we can generate (noisy) labels for real 

data with ML models, and use these labels in a weakly supervised way to 
facilitate training 

Real Data

Model trained on simulation Real Data + predicted (noisy) 
labels

Predict Train Model trained on simulation + 
Real Data

Simulation

Train Train

Limited by the lack of truth labels on real data, fully supervised ML algorithms 
are constrained to training only with simulated samples. With self-supervised 
learning, we can leverage vast amounts of unlabeled real data to facilitate 
training. We investigate the application of VICReg, a contrastive learning model, 
on a classification task: discriminating signal jets (e.g. H→bb¯ jets) from 
background jets (e.g. QCD jets). We also explore the use of jet augmentations in 
contrastive learning.
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