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➡ Great to check the consistency and completeness 
of SM. Critically assessing its coherence! 

✦ Such "indirect" searches for particles outside 
SM powerful because they cover the energy 
scale where such particles are expected to 
exist.  

➡ Possible to explore masses that are much beyond 
the capability of direct synthesis at current 
particle accelerators! 

➡ Quark flavor research imposed extremely strict 
restrictions on several types of beyond-SM 
physics, ruling out new particles below 104–105 
TeV that pair to SM hadrons generically

Introduction

4

✦ Flavor physics: study of hadrons, their characteristics, and their 
particle-decay processes: a story of success!



September 15th 2018 /10Xabier Cid Vidal - Flavor Physics status reportOctober 6th 2023 /72

✦ 3rd quark family proposed by Kobayashi and Maskawa (1973) to explain 
CPV in K mixing (1964). Directly observed in 1977 (b) and 1995 (t) 

✦ Eratosthenes' measurement of the Earth's radius in the 3rd century BC 
(using variations in shadow lengths at various towns): Earth must be 
some sort of sphere. Direct observation wouldn’t arrive till 20th century.

Power of indirect searches

5

30 years

2300 years
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Main players (I)

6
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Main players (II)
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Main players (III)
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Main players (III)
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✦ Mixing of quarks' mass and flavor eigenstates resulting from the 
breakdown of electroweak symmetry, accommodated by CKM matrix 

➡ Quantifies strength of quark flavor transitions 
➡ Complex phase in the CKM mixing matrix → source of CP violation in the 

quark sector of SM

Overview (I)

11
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Overview (II)

12

✦ Just 4 parameters in the CKM matrix: Several measurements severely 
overconstrain the Unitary Triangle (UT). Example of SM consistency 
check!

1995 2009 2021
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Global CKM picture

13

✦ Just 4 parameters in the CKM matrix: Several measurements severely 
overconstrain the Unitary Triangle (UT). Example of SM consistency 
check!
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γ

14

✦ Just 4 parameters in the CKM matrix: Several measurements severely 
overconstrain the Unitary Triangle (UT). Example of SM consistency 
check!
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γ (I)

15

✦ Very clean test of SM 
➡ Theoretical error in the interpretation of γ 

measurements is 10-7  
➡ Given the great accuracy, also necessary to consider 

the mixing and CPV effects in charm decays, as well as 
to have an understanding of the hadronic D decay 
parameters to increase sensitivity. 

✦ Latest LHCb combination includes 
➡ 𝐵± → 𝐷h± analyses [arXiv:2112.10617, arXiv:2209.03692]  

➡ Direct and indirect CPV in charm [PRD105(2022)092013, 
arXiv:2208.06512, arXiv:2209.03179] 

➡ Agrees with indirect result (from rest of CKM angles) 

 
➡ LHCb dominates world average

[arXiv:1308.5663]

[LHCb-CONF-2022-003]

γ = (63 . 8+3.5
−3.7)

∘

https://arxiv.org/abs/2112.10617
https://arxiv.org/abs/2209.03692
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.105.092013
https://arxiv.org/abs/2208.06512
https://arxiv.org/abs/2209.03179
https://arxiv.org/abs/1308.5663
https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/LHCb-CONF-2022-003.html
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✦ Very active area, new results across different experiments 
➡ Complementarity in decay channels and methods (e.g. most recent results) 
➡ Most recent, LHCb measurement of γ with , relies on inputs from 

 and 
B0

s → D∓
s K±

B0
s → D−

s π+ B0
s → J/Ψϕ

γ (II)

16

[LHCb-CONF-2023-004] 

: ratio of amplitudes rDK
s D+

s /D−
s

https://cds.cern.ch/record/2873713
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Analysis of , with 
 and  

@LHCb

B+ → D*h+

D* → Dπ0/γ D0 → K0
Sh+h−

✦ Very active area, new results across different experiments 
➡ Complementarity in decay channels and methods (e.g. most recent results)

γ (III)

17

Preliminary combined 
analysis of γ at @Belle 
II + Belle

[CKM slides]

30

Recent LHCb results 

() → @)3∗ with @) → 3"ℎ$ℎ%
LHCb-PAPER-2023-009

Figure 4: Fit projections of the global fit to the data divided in four categories. Top (bottom)
plots correspond to the D ! K0

S⇡
+⇡� (D ! K0

SK
+K�) decay modes, left (right) correspond

to the long (downstream) K0
S track topologies.

state paths in B0
s ! D0K⇤0 and B0

s ! D⇤0K⇤0 decays is expected to be small because255

rB0
s
⇠ 0.02. Therefore, B0

s particles are assumed to decay exclusively to D0 mesons, thus256

their yield in a Dalitz plot bin is given by the integrated yield multiplied by Fi. The level of257

CP violation in B0 ! D⇤K⇤0 decays is likely at a similar level to the signal, but assigned258

as zero in the fit due to the very small yield of this decay in the fit range. Therefore,259

their phase-space distribution is parameterised given by the integrated B0 ! D⇤K⇤0 yield260

multiplied by F�i. A systematic uncertainty is assigned for this assumption as discussed261

in Sec. 6. For the B0 ! D⇡+⇡� candidates, the D meson is assumed to be an equal262

mixture of D0 and D0 mesons because either pion could be misidentified. Therefore, the263

yield of these decays in a Dalitz plot bin is determined by multiplying the integrated yield264

by 0.5(Fi + F�i). The B± ! DK± background is CP violating and its distribution over265

the Dalitz plot is therefore parameterised similarly to Eqs. (12) and (13) using values of266

the CP violation observables determined from Ref. [24], with  = 1. Finally, the Dalitz267

plot distribution of combinatorial background is unknown, thus the corresponding yield268

in each bin is a free parameter.269

After correcting for small biases and uncertainty undercoverage using pseudo-270

experiments, the CP violation observables are measured to be x+ = 0.074± 0.086,271

9
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Figure 10: The 68% (dark blue) and 95% (light blue) confidence level regions for the com-
bination of physical parameters (�, �D⇤K , rD

⇤K
B , �D⇤⇡, rD

⇤⇡
B ) of interest, as determined from

GammaCombo [52]
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LHCb-PAPER-2023-012 

New

Preliminary

Preliminary

Parallel talk Lei Hao

Analysis of , with
 @LHCb
B0 → D0K*

D0 → K0
Sh+h−

[arXiv:2309.05514]
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LHCb-PAPER-2023-012 

New

Preliminary

Preliminary

Parallel talk Lei Hao

[LHCb-PAPER-2023-012] 
[EPS talk]  

: ratio of amplitudes rD*K
B D*/D̄*

ϕ3 = γ = (78.6 ± 7.3)∘

https://indico.cern.ch/event/1184945/contributions/5531353/attachments/2716614/4718540/belle2_20230918_kt.pdf
https://arxiv.org/abs/2309.05514
https://cds.cern.ch/record/2868141/files/EPSHEP_2023_8_22.pdf
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α

18

✦ Just 4 parameters in the CKM matrix: Several measurements severely 
overconstrain the Unitary Triangle (UT). Example of SM consistency 
check!
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✦ Least well-known angle of UT (uncertainty 
~4°)  

➡ Obtained through isospin analysis of 
 decays. Theoretical uncertainty of 

~1°: isospin breaking and EW penguin  
➡ Better accuracy from  @B-factories 

(access to all final states, including neutrals). 
Dominates world average! LHCb can contribute 
in final states 

➡ Very recent (preliminary) from Belle II 

B → ππ, ρρ, ρπ

B → ρρ

α

19

BR(B → π+π0) = (5.02 ± 0.28 ± 0.32) × 10−6

ACP(B → π+π0) = (−0.08 ± 0.05 ± 0.01)

Proceedings @[arXiv:2305.12193]

https://arxiv.org/abs/2305.12193
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|Vub| and |Vcb|

20

✦ Just 4 parameters in the CKM matrix: Several measurements severely 
overconstrain the Unitary Triangle (UT). Example of SM consistency 
check!
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✦ Tree-level constraint on the UT apex, currently limiting factor in 
global picture 

➡ Determined by semileptonic decay rates + lattice QCD 
➡ Long-standing disagreement between exclusive and inclusive measurements 

➡ Summary of results from Belle II:

|Vub| and |Vcb|

21

Vub and Vcb

18

Also LHCb in the game with Bs and Lb modes
Exclusive Vxb from Belle II with only

189 fb-1 using latest LQCD inputs
|Vcb| x 103 Reference

Belle II "! → $∗#%$&% untagged 40.9 ± 1.2 (BGL) To be submitted to PRD

Belle II "! → $∗#%$&% tagged 37.9 ± 2.7 (CLN) [arXiv.2301.04716]

Belle II "! → $%&% untagged 38.28 ± 1.16 (BGL) [arXiv:2210.13143]

|Vub| x 103 Reference

Belle II "! → 12&& tagged 3.88 ± 0.45 [arXiv:2206.08102]

Belle II "! → 12&& untagged 3.55 ± 0.25 [arXiv.2210.04224]

arXiv:2210.13143 arXiv:2210.04224

|Vcb| x 103 Reference

LHCb "'! → $'(∗)4&* 41.4 ± 0.6 ± 0.9 ± 1.2 (BGL) PRD101(2020)072004

LHCb "'! → $'(∗)4&* 42.3 ± 0.8 ± 0.9 ± 1.2 (CLN) PRD101(2020)072004

From the LHCb measurement of !56 /|!76| and using WA of exlusive
!76 = 39.5 ± 0.9 ×1089

|Vub| x 103 Reference

LHCb "'! → :#4$&* 2.40 ± 0.16 (q2 < 7 GeV2/c4) PRL126(2021)081804

LHCb "'! → :#4$&* 3.74 ± 0.32 (q2>7 GeV2/c4) PRL126(2021)081804

LHCb Λ+! → <4$&* 3.27 ± 0.23 NaturePhysics11(2015)743

PRD101(2020)072004PRL126(2021)081804

Vub and Vcb

18

Also LHCb in the game with Bs and Lb modes
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|Vub| x 103 Reference
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LHCb Λ+! → <4$&* 3.27 ± 0.23 NaturePhysics11(2015)743

PRD101(2020)072004PRL126(2021)081804

Vub and Vcb

18

Also LHCb in the game with Bs and Lb modes
Exclusive Vxb from Belle II with only
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* BGL and CLN are different parameterizations of the form factors of the B decays

HFLAV world average (2021) 

Belle II B → D*ℓ+ν full angular 40.9 ± 0.7 (CLN) [CKM slides]

+ brand new ratio |Vexcl.
ub | / |V incl.

ub | = 0.97 ± 0.12
[arXiv:2303.17309]

https://indico.in2p3.fr/event/29681/timetable/?view=standard_numbered
https://arxiv.org/abs/2301.04716
https://arxiv.org/abs/2210.13143
https://arxiv.org/abs/2206.08102
https://arxiv.org/abs/2210.04224
https://indico.cern.ch/event/1184945/contributions/5435453/attachments/2716946/4719254/ckm_schwanda_final.pdf
https://arxiv.org/abs/2303.17309
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Results on |Vub| from LHCb measurement of  
|Vub|/|Vcb| and using world average of exclusive |Vcb|

Vub and Vcb
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* BGL and CLN are different parameterizations of the form factors of the B decays

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.101.072004
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.101.072004
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.081804
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.081804
https://www.nature.com/articles/nphys3415
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 mixing phasesB0
(s)

23

✦ Just 4 parameters in the CKM matrix: Several measurements severely 
overconstrain the Unitary Triangle (UT). Example of SM consistency 
check!

�.�. ��� �� �� �������� �������

(�) UTB triangle. (�) UT3 triangle.

F����� �.�: Representation of the unitary triangles. The VCKM elements of each side are
shown but not up to scale.

Normalizing the equations such that the real side of the triangle has a length 1,
the only free corner is the apex. For the UT of the B0 meson, UT3 , is � +D3+ ⇤

D1/+23+ ⇤
21 and

UTB , is � +DB+ ⇤
D1/+2B+ ⇤

21 . Then it is easy to see that the UT3 interior angles are
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F����� �.�: CKM�tter [��] constraints on the UT3 (left) and UTB (right).

In light of the expressions for the angles, it follows that such quartic products
are invariant under global phase changes of the quark �elds. For each quark �eld, its
phase appears in the numerator as well as in the denominator or at the same time in
+ and + ⇤.

�
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✦ Constraints to the UT apex may be obtained 
from the mixing phases of  (sin2β) and  
(ϕs) thanks to time-dependent CPV. 

➡ Measure CP phase through interference between 
B-mixing and decay 

➡ Golden modes:   and  → 
decay dominated by tree-level 𝑏 → 𝑐�̅�𝑞 transitions 
(No CPV in decay)  

✦ Essential for determining the B's flavor at 
production: flavor tagging 

➡ Effective flavor tagging: 

Belle profits from cleaner environment!

B0 B0
s

B0
s → J/Ψh+h− B0 → J/ΨK0

s

 mixing phasesB0
(s)

24

!(3)5 mixing phases
• Time-dependent CPV allows constraints 

to the UT apex to be derived 
from !- (sin2b) and !.- (fs) mixing phases
– Measure CP phase in the interference between B-mixing 

and decay
– Golden modes are !%& → //1ℎ"ℎ'( and B& → //1$)& as decay 

dominated by tree-level 3 → 4 ̅46 transitions 
(No CPV in decay)

• Fundamental to identify the 
flavour of the B at the 
production à flavour tagging
– 7(* ∝ 9+,, effective tagging power

– :-../01 ≈ < − >%, :-..2-33-44 ≈ @A%
Belle II profits from the much cleaner 
environment

19

Only at LHC

Both at LHC and Belle II
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✦ New LHCb Run 2 legacy result, using J/Ψ decays both to muons and 
electrons:  

➡ Most precise to date, still dominated by statistics 

sin(2β)

25

0.0 2.5 5.0 7.5 10.0 12.5 15.0𝑡 [ps]−1.0
−0.5

0.0
0.5
1.0𝒜𝐶𝑃 (𝑡)

LHCb6 fb−1𝐵0 →𝜓(→ℓ+ℓ−)𝐾0S (→𝜋+𝜋−)

𝐵0-𝐵0 yield asymmetryTotal fit

10

LHCb Run 2 result most precise to date

Still dominated by statistical uncertainty

Run 2 achieved precision (0.015) is close to 
0.012 expected in the 2000 yellow report

Combination of LHCb (S ,C ) measurements

Combination strategy

• Combinations of Run 1 and
Run 2 single measurements are
performed

• Input parameter systematics
�md , ��d , ↵ assumed to be
correlated

New total LHCb combination

S
Run 1+2
 K 0

S
=0.723± 0.014 (stat+syst)

C
Run 1+2
 K 0

S
=0.007± 0.012 (stat+syst)

Combination including only J/ 
decays

S
Run 1+2
J/ K 0

S
=0.724± 0.014 (stat+syst)

C
Run 1+2
J/ K 0

S
=0.013± 0.012 (stat+syst)
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Belle II 2023
BaBar 2009
Belle 2012
LHCb Run 1
LHCb Run 2
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S
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�0.050

�0.025
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C
 

K
0 S

contours hold 39%, 87% CL

LHCb Run 1 (new)
LHCb Run 2
LHCb Run 1 + Run 2

V. Jevtic, P. Li sin 2� and �s June 9, 2023 18 / 39

Summary and preliminary HFLAV 2023 combinations

0.64 0.66 0.68 0.7 0.72 0.74 0.76
GausS

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

G
au

s
C

HFLAV_2021
Run2
HFLAV_2023_PRELIMINARY

GammaCombo

contours hold 39%, 87% CL
Plot WIP

• This measurement is the most precise single measurement of

sin(2�)sin(2�)sin(2�) to date

• The statistical sensitivity is still the limiting sensitivity

V. Jevtic, P. Li sin 2� and �s June 9, 2023 19 / 39

Systematic uncertainties

• Fitter validation

• Generate toys of signal and
background components

• Fit toys, compare to
generation values

• ��d uncertainty

• Vary ��d by HFLAV
uncertainty

• FT calibration portability

• Compare transferred
calibrations to MC truth
calibration channels to
calibrations on signal truth.
Generate toys based on
di↵erence distribution.

• FT �✏ portability

• Compare FT e�ciency
asymmetry on MC
calibration channels and
signal MC. Vary parameter
in fit by di↵erence

• Decay-time bias model

• Decay time calibration
parameters varied in 1�
bounds

Source �(S) �(C )

Fitter validation 0.0004 0.0006
��d uncertainty 0.0055 0.0017

FT calibration portability 0.0053 0.0001
FT �✏tag portability 0.0014 0.0017

Decay-time bias model 0.0007 0.0013

V. Jevtic, P. Li sin 2� and �s June 9, 2023 16 / 39

sin 2β LHCb-Paper-2023-013 

[arXiv:2309.09728]

https://arxiv.org/abs/arXiv:2309.09728
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✦ The  mixing phase is very small in the SM and determined with 
extreme precision by UT restrictions. 

➡ Newest result from LHCb, Run 2 legacy. Uses , to provide results: 
- Compatible with SM, ϕs 1.7σ away from 0 (→ no CPV in interference ) 
- |λ| consistent with 1 (→ no direct CPV)

B0
s

B0
s → J/Ψϕ

ϕs

26

[arXiv:2308.01468]

ϕs = (−0.039 ± 0.022 ± 0.006) rad
λ = 1.001 ± 0.011 ± 0.005

Γs − Γd = 0.0056+0.0013
−0.0015 ps−1

ΔΓs = 0.0845 ± 0.0044 ± 0.0024 ps−1

ϕs(2021) = (−0.049 ± 0.019) rad
ϕs(2023) = (−0.050 ± 0.016) rad

new preliminary HFLAV combination: 

CDF [arXiv:1208.2967]
D0 [arXiv:1109.3166]

CMS [arXiv:2007.02434]
ATLAS [arXiv:2001.07115]

https://arxiv.org/abs/2308.01468
https://arxiv.org/abs/1208.2967
https://arxiv.org/abs/1109.3166
https://arxiv.org/abs/2007.02434
https://arxiv.org/abs/2001.07115
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✦ Effective lifetime measurements good to probe , but with less 
precision than . 

➡ New LHCb analysis through  (CP even) and  (CP odd) in 
the f0(980) region 

➡ Relative yield as a function of decay time gives access to 

ΔΓs, Γs
B0

s → J/Ψϕ
B0

s → J/Ψη′ B0
s → J/Ψππ

ΔΓs

Yet another  measurementΔΓs

27
18

Bs lifetime summary  
Effective lifetime measurements also 
probe ΔΓ", Γ" consistent with (" →
0/2* but less precise

New LHCb measurement using
(" → 0/2.′ (CP even) and (" →
0/2<$<% (CP odd) in f0(980) region

Relative yield versus decay time gives 
ΔΓ"

New
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Preliminary

LHCb-PAPER-2023-025

In agreement with HFlav averages

Parallel talk 
Veronika Chobanova

ΔΓs = (0.087 ± 0.012 ± 0.009) ps−1

[LHCb-PAPER-2023-025] 

➡ Good agreement with LHCb 
determination from ϕs 
measurements and HFlav averages! 
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✦ b→s(d) penguin transitions provide significant contributions to charmless 
B-hadron decays 

➡ Measure observables where BSM effects may affect known SM processes. 
Interpretation in terms of CKM parameters not trivial! 

✦ Excellent example provided by , with tiny CPV in SM ( ) 
➡ Tagged time dependent angular analysis with LHCb Run 2 dataset

B0
s → ϕϕ ϕss̄s

s ∼ 0

Charmless decays (I)

28

ϕss̄s
s = 0.074 ± 0.069

LHCb full dataset combination

[arXiv:2304.06198]

https://arxiv.org/abs/2304.06198
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✦ Recent Belle II measurements of sin(2βeff) 
➡ Already competitive with world best average in 

some cases!

Charmless decays (II)

29

B0 → ϕK0
S B0 → K0

SK0
SK0

S B0 → K0
Sπ0

[arXiv:2305.07555][arXiv:2307.02802] Proceedings @[arXiv:2305.09153]

https://arxiv.org/abs/2305.07555
https://arxiv.org/abs/2307.02802


September 15th 2018 /10Xabier Cid Vidal - Flavor Physics status reportOctober 6th 2023 /72

✦ Other relevant examples from Belle II

Charmless decays (III)

30

B0 → η′ K0
S

➡ Loop suppressed  transition, 
provides access to SCP [very close to 
sin(2β)]

b → s̄qq

SCP = 0.67 ± 0.10 ± 0.04

[EPS talk]

B0 → K*γ and B0 → K0
Sπ0γ

➡ Challenge → no access to secondary 
vertex! World best results achieved.

SCP(K0
Sπ0γ) = 0.04+0.45

−0.44 ± 0.10SCP(K*γ) = 0.00+0.27
−0.26

+0.03
−0.04

K*γ K0
Sπ0γ

https://docs.belle2.org/record/3815/files/BELLE2-TALK-CONF-2023-121.pdf
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✦ Charm: excellent to study CPV in up-type quark decays 
➡ Expected small CPV effects: , although long distance 

contributions hard for theory predictions 
➡ Very large sample of charm data from LHCb led to the first discovery of CPV, 

more measurements are required for full picture: e.g., is CPV in charm QCD 
effects or New Physics? 

➡

ACP ∼ 10−4 − 10−3

CP violation in charm

31

[arXiv:2209.03179]

Evidence of direct 
CPV in  at 
3.8σ! 

D0 → ππ

https://arxiv.org/abs/2209.03179


Introduction 
CKM metrology 
Rare and SL decays 
Spectroscopy 
Future 
Conclusions
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✦ As we have seen, loops can provide unique insights to find new 
physics. Different avenues are possible to exploit this property 
(beyond CKM metrology):

Overview

33

➡ Define accessible observables with high 
BSM sensitivity, and not too sensitive 
to QCD effects. In particular FCNC 
processes! 

➡ Search for processes that the SM's 
(accidental) symmetries prevent. 
Examples of very clean new physics 
probes are Lepton Universa l i ty 
Violation (LUV) or Lepton Flavor 
Violation (LFV).

𝒪exp = 𝒪SM(1 + δNP)

In both cases, experimental precision is key!
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✦ Very rare FCNC decays, helicity suppressed. 
➡ Accurate predictions in SM, very sensitive to BSM effects. Interesting to 

measure both BR and effective lifetime! 
➡ Bs discovered, close to evidence for B0. BR measurements dominated by 

LHCb and CMS

B0
(s) → μμ

34

[arXiv:2108.09284]
[arXiv:2212.10311]

https://arxiv.org/abs/2108.09284
https://arxiv.org/abs/2212.10311
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ATLAS: Lifetime [arXiv:2308.01171]

4 Systematic uncertainties

Systematic uncertainties on g`` arise from fit-procedure assumptions, data-MC discrepancies and neglected
backgrounds. These effects are discussed in detail below and estimated, unless otherwise specified, with
the MC pseudo-experiments described above.

First, the fit procedure is based on a number of assumptions. The analytical models describing the SSSV
and combinatorial backgrounds are replaced respectively with a Gaussian tail and an exponential function,
yielding average shifts of 22 fs and 14 fs. A shift of 60 fs is observed when the number of SSSV background
events is varied by ±100% in the simulation to account for normalisation assumptions. This variation is
used without any further refinement as it is quite small compared to the expected statistical uncertainty
although it is conservative with respect to the SSSV yield uncertainty (152 ± 13 events from the fit on
data).

The sPlot re-weighting effectively subtracts the combinatorial background relying on an admixture of
data events above and below the signal peak invariant mass region. A potential correlation between the
background candidates’ proper decay time and invariant mass is tested by repeating the fit and sPlot
extraction of g`` on the same data, excluding in turn the upper or the lower sidebands. The largest shift
observed for these two options is 56 fs and is taken as systematic uncertainty.

The nominal invariant mass fit does not take into account other 1-hadron decays whose presence is
considered as a source of systematic uncertainty. Each of these contributions is individually merged (in
proportion to its expected SM yield after the analysis selection) with the normal MC pseudo-experiments,
and the average difference in measured lifetime before and after this inclusion is measured for the semi-
leptonic 1-meson decays (2 fs), the two-body hadronic 1-meson decays (3 fs), the inclusive ⌫±

2
decays

(10 fs) and the ⌫0 ! `` decays (16 fs).

The dominant data-MC systematic effect arises from the difference in vertex resolution between data and
MC. This resolution tends to be underestimated in MC but is also distributed differently for the signal and
reference channels. The effect is therefore estimated by applying to the reference channel the same fit
procedure employed to extract g``. The average difference between the result obtained on ⌫± ! �/k ±

data and MC pseudo-experiments is then measured in bins of proper decay length resolution (f!GH
). A

bin-by-bin weighted average based on the proper decay length resolution distribution of the simulated
⌫

0
B
! `` signal is performed to take into account differences between signal and reference channels.

The final shift is found to be 134 fs. Aside from topological differences between the reference and signal
channels, kinematical differences can also skew the measurement. The data/MC ratio for the ⌫± ! �/k ±

signal di-muon pseudo-rapidity separation is applied to the ⌫0
B
! `` signal, yielding an additional shift of

6 fs. Uncertainties in the kinematic and reconstruction corrections (detailed in Ref. [12]) applied to MC
candidates are accounted for by repeating the measurement on MC pseudo-experiments with and without
these corrections applied, observing a combined shift of 65 fs.

In this analysis the MC proper decay time fit templates are derived with the assumption that only the
heavy ⌫0

B
mass eigenstate contributes to the decay, as predicted by the SM. The systematic effect due to

this assumption is already included in the 15 fs systematic uncertainty ascribed to the fit bias lifetime
dependency.

All the systematic effects discussed above are conservatively symmetrised and then combined in
quadrature into an overall systematic uncertainty of 0.17 ps, yielding the ATLAS measurement of
g

Obs
``

= 0.99+0.42
�0.07 (stat.) ± 0.17 (syst.) ps.

9

Proper decay-time distribution of 
58±13 background-subtracted 
signal candidates.
Fit with simulated signal templates 
parameterised as function of 
B effective lifetime

✦ Measurement of effective lifetime, sensitive to BSM effects, 
potentially orthogonal to BR 

➡ Relevant contributions from three LHC experiments! 
➡ Measurement, typically from the study of proper decay-time distribution 

of background subtracted candidates. Newest result, from ATLAS

 effective lifetimeB0
(s) → μμ

35

[arXiv:2108.09284]

[arXiv:2212.10311]

[arXiv:2308.01171] 

https://arxiv.org/abs/2108.09284
https://arxiv.org/abs/2212.10311
https://arxiv.org/abs/2308.01171
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More recent examples with muons…

36

LHCb:

Eur. Phys. J. C           (2023) 83:666 Page 5 of 14   666 

Fig. 1 Reconstructed (left) µ+µ− and (right) π−µ+µ− invariant-mass distributions for the selected B− → D∗0(µ+µ−)π− candidates, with
results of the fit superimposed

Fig. 2 Two-dimensional distribution of µ+µ− invariant mass versus
π−µ+µ− invariant mass for the selected B− → D∗0(µ+µ−)π− can-
didates. The red box corresponds to a range of about ±3σ around the
expected signal peak position in each dimension

each component are modelled using empirical functions.
For the B− → J/ψK− component, the dimuon and B-
candidate invariant-mass distributions are modelled with the
same functions used for the signal B− → D∗0π− component
in the signal-mode fit. For the misidentified B− → J/ψπ−

component, both the B-candidate and the dimuon invariant-
mass distributions are modelled using a Gaussian function
with power-law tails on both sides. The parameters for the
B− → J/ψK− and the misidentified B− → J/ψπ− com-
ponents are determined from simulation, but a global peak
position shift and a width scaling factor are allowed to vary
in the fits to data.

Combinatorial background is modelled using an exponen-
tial function in the B-candidate invariant-mass distribution
and a first-order polynomial function in the dimuon invariant-
mass distribution. The B-candidate and the dimuon invariant-
mass slopes are allowed to vary in the fits.

In total, each one-dimensional fit model includes six free
parameters: the yields for each component, the global peak
shift and width scaling factor and the model parameter of

Table 1 Yields obtained from the fit to data described in the text, with
statistical uncertainties only

Component Yield

B− → D∗0(µ+µ−)π− −2 ± 3

B− → π−µ+µ− 17 ± 7

B− → K−µ+µ− 17 ± 8

Combinatorial bkg. 90 ± 13

the combinatorial background. Figure 3 shows the dimuon
and B-candidate invariant-mass distributions of selected
B− → J/ψK− candidates. The dimuon and the B-candidate
invariant-mass fits converge to B− → J/ψK− yield values
that are consistent within 0.4%; the B-candidate invariant-
mass fit converges to (2316 ± 2) × 103 decays, where
the uncertainty is statistical only. The contributions from
misidentified B− → J/ψπ− decays and combinatorial back-
ground are found to be negligible.

5 Systematic uncertainties and results

To obtain the branching fraction of the D∗0 → µ+µ− decay,
the signal yield in the fit described in Sect. 4 is parameterised
in terms of B

(
D∗0 → µ+µ−)

using Eq. (1). The values of
the branching fractions on the right-hand side of the equation,
the efficiency ratio and the normalisation yield are allowed
to vary within Gaussian constraints to account for the uncer-
tainties on these inputs. Table 2 summarises the constraints.
The widths of the constraints correspond to the statistical and
systematic uncertainties added in quadrature. For the mea-
sured branching fractions, the values from Ref. [25] are used.
The efficiency ratio εJ/ψK−/εD∗0π− is obtained from simula-
tion, accounting for the geometrical acceptance of the detec-
tor as well as effects related to the triggering, reconstruction

123
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Fig. 3 Reconstructed (left) µ+µ− and (right) K−µ+µ− invariant-mass distributions for the selected B− → J/ψ(µ+µ−) K− candidates, with
results of the fits superimposed. The contributions from misidentified B− → J/ψ(µ+µ−)π− decays and combinatorial background are negligible
and thus barely visible

Table 2 Input parameters used in the estimation of the D∗0 → µ+µ−

branching fraction. The uncertainties correspond to the statistical and
systematic uncertainties added in quadrature

Parameter Value

B
(
B− → J/ψK−)

(10.20 ± 0.19) × 10−4 [25]

B
(
B− → D∗0π−)

(4.90 ± 0.17) × 10−3 [25]

B
(
J/ψ → µ+µ−)

(59.61 ± 0.33) × 10−3 [25]

εJ/ψK−/εD∗0π− 1.21 ± 0.03

NJ/ψK− (2316 ± 8) × 103

and selection of the B candidates. The normalisation yield is
obtained from the fits described in the previous section.

The uncertainty on the efficiency ratio takes into account
the simulation sample size, uncertainties on the weights
applied to the simulation and the matching between recon-
structed and generated particles in the simulation. The sys-
tematic uncertainties associated with the weights are evalu-
ated by varying all weights within their uncertainties and by
varying the binning used to estimate them. The systematic
uncertainty associated with the multivariate weighting algo-
rithm is evaluated by comparing the results obtained with
the default and alternative algorithms (see Sect. 2). The sys-
tematic uncertainty associated with the matching between
reconstructed and generated particles in the simulation is
evaluated by comparing the efficiencies obtained including
or excluding B candidates for which one or more decay prod-
ucts are not correctly matched. All variations are made con-
sistently for the signal and normalisation modes to avoid an
overestimation of the uncertainty on the efficiency ratio. The
systematic effects associated with the uncertainties on the
weights cancel out almost fully in the determination of the
efficiency ratio. The effect of the matching between recon-
structed and generated particles dominates the uncertainty

on the efficiency ratio, but has no significant impact on the
modelled invariant-mass distributions.

The systematic uncertainty on the yield of the normali-
sation mode is evaluated by comparing the yields obtained
in four different approaches: the baseline fit to the B-
candidate invariant-mass distribution; a fit replacing the
B− → J/ψ K− shape by a Hypatia function [57]; the
baseline fit to the dimuon invariant-mass distribution; and
a fit to the dimuon invariant-mass distribution replacing the
B− → J/ψ K− shape by the sum of a Gaussian function and
a Gaussian function with power-law tails on both sides of
the distribution. The largest difference is assigned as the sys-
tematic uncertainty. The difference between the fit models
is also used to assign a systematic uncertainty on the global
peak position shifts and width scaling factors for the signal
mode.

Including all constraints, the fit to data yields

B
(
D∗0 → µ+µ−

)
= (−1.06 ± 1.85) × 10−8 ,

where statistical and systematic uncertainties are combined.
An upper limit on the branching fraction is obtained fol-
lowing the Feldmann–Cousins prescription [58]: pseudoex-
periments are generated for various values of the branching
fraction and the resulting distribution of measured branching
fractions is used to form confidence belts. Figure 4 shows
confidence belts at 90% and 95% CL. The result obtained
from the fit yields

B(D∗0 → µ+µ−) < 2.6 (3.4) × 10−8 at 90 (95)% CL .

The procedure is repeated fixing the nuisance parameters to
their central values to assess the impact of the systematic
uncertainties. In this case, with statistical uncertainty only,
the fitted branching fraction is (−1.10 ± 1.72) × 10−8 and
the obtained 90 (95)% CL upper limit is 2.3 (3.2) × 10−8,
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B-candidate invariant mass, m(π−µ+µ−), are used as dis-
criminating observables in a fit, the results of which were not
examined until the full analysis procedure had been finalised.
The decay mode B− → J/ψ(µ+µ−) K− is used as a nor-
malisation channel.

The branching fraction for the D∗0 → µ+µ− decay is
obtained through

B
(
D∗0 → µ+µ−

)

= ND∗0π−

NJ/ψK−
· εJ/ψK−

εD∗0π−
· B

(
B− → J/ψK−)

B
(
B− → D∗0π−)

·B
(
J/ψ → µ+µ−)

, (1)

where ND∗0π− and εD∗0π− denote the yield and efficiency for
the signal mode, and NJ/ψK− and εJ/ψK− denote the yield
and efficiency for the normalisation mode. All branching
fractions on the right-hand side of Eq. (1) are known [25].
The signal- and normalisation-mode yields are determined
from invariant-mass fits, and the efficiency ratio is deter-
mined from simulation with corrections for data-simulation
discrepancies as described below.

2 Detector and simulation

The LHCb detector [26,27] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system con-
sisting of a silicon-strip vertex detector surrounding the
proton–proton (pp) interaction region [28], a large-area
silicon-strip detector located upstream of a dipole magnet
with a bending power of about 4 Tm, and three stations of
silicon-strip detectors and straw drift tubes [29,30] placed
downstream of the magnet. The tracking system provides a
measurement of the momentum, p, of charged particles with
a relative uncertainty that varies from 0.5% at low momentum
to 1.0% at 200 GeV/c. The minimum distance of a track to a
primary pp collision vertex (PV), the impact parameter (IP),
is measured with a resolution of (15+29/pT)µm, where pT
is the component of the momentum transverse to the beam,
in GeV/c. Different types of charged hadrons are distin-
guished using information from two ring-imaging Cherenkov
detectors [31]. Photons, electrons and hadrons are identi-
fied by a calorimeter system consisting of scintillating-pad
and preshower detectors, an electromagnetic and a hadronic
calorimeter. Muons are identified by a system composed of
alternating layers of iron and multiwire proportional cham-
bers [32]. The online event selection is performed by a trig-
ger [33,34], which consists of a hardware stage, based on
information from the calorimeter and muon systems, fol-

lowed by a two-level software stage, which reconstructs the
full event.

Simulation is used to tune the event selection procedure,
to model the shape of the dimuon and B-candidate invariant-
mass distributions and to estimate efficiencies accounting
for the effects of the detector acceptance, reconstruction
and selection criteria. In the simulation, pp collisions are
generated using Pythia [35] with a specific LHCb con-
figuration [36]. Decays of unstable particles are described
by EvtGen [37], in which final-state radiation is generated
using Photos [38]. The interaction of the generated par-
ticles with the detector, and its response, are implemented
using the Geant4 toolkit [39] as described in Ref. [40]. The
underlying pp interaction is reused multiple times, with an
independently generated signal decay for each [41].

The B candidates reconstructed in simulation are weighted
to correct for discrepancies between data and simula-
tion associated with particle-identification efficiency, track-
reconstruction efficiency and hardware trigger efficiency.
Additional corrections are applied to account for discrepan-
cies in B-production kinematics and event track multiplicity.
After these weights are applied, the simulated distributions
of all variables used in the analysis are in good agreement
with the data.

The particle identification efficiencies are determined
from data using unbiased samples of identified charged par-
ticles from J/ψ → µ+µ− and D∗+ → D0(K−π+)π+

decays [42]. The efficiencies are determined in intervals of
track momentum, track pseudorapidity and event track multi-
plicity to match the properties of the signal and normalisation
modes. Differences between data and simulation associated
with the track reconstruction efficiency are corrected using
samples of J/ψ → µ+µ− decays [43]. The hardware trig-
ger efficiency is determined, using independently selected
B− → J/ψ(µ+µ−) K− decays, in intervals of the transverse
momenta of the µ+ and the µ− tracks [44]. Discrepancies
associated with the B-production kinematics and the event
track multiplicity are corrected using a multivariate algo-
rithm [45], which is trained using B− → J/ψ(µ+µ−) K−

decays in background-subtracted data and simulation. As
a cross-check, an alternative algorithm is trained using the
number of tracks involved in the PV reconstruction as addi-
tional input, and consistent results are obtained.

3 Candidate selection

Events are required to pass a hardware trigger that selects
events containing at least one muon with high transverse
momentum. The pT threshold is between 1.2 and 2.2 GeV/c
depending on the data-taking period. In the subsequent soft-
ware trigger, at least one muon is required to have pT >

0.8 GeV/c and impact parameter greater than 100µm with
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Fig. 1 Reconstructed (left) µ+µ− and (right) π−µ+µ− invariant-mass distributions for the selected B− → D∗0(µ+µ−)π− candidates, with
results of the fit superimposed

Fig. 2 Two-dimensional distribution of µ+µ− invariant mass versus
π−µ+µ− invariant mass for the selected B− → D∗0(µ+µ−)π− can-
didates. The red box corresponds to a range of about ±3σ around the
expected signal peak position in each dimension

each component are modelled using empirical functions.
For the B− → J/ψK− component, the dimuon and B-
candidate invariant-mass distributions are modelled with the
same functions used for the signal B− → D∗0π− component
in the signal-mode fit. For the misidentified B− → J/ψπ−

component, both the B-candidate and the dimuon invariant-
mass distributions are modelled using a Gaussian function
with power-law tails on both sides. The parameters for the
B− → J/ψK− and the misidentified B− → J/ψπ− com-
ponents are determined from simulation, but a global peak
position shift and a width scaling factor are allowed to vary
in the fits to data.

Combinatorial background is modelled using an exponen-
tial function in the B-candidate invariant-mass distribution
and a first-order polynomial function in the dimuon invariant-
mass distribution. The B-candidate and the dimuon invariant-
mass slopes are allowed to vary in the fits.

In total, each one-dimensional fit model includes six free
parameters: the yields for each component, the global peak
shift and width scaling factor and the model parameter of

Table 1 Yields obtained from the fit to data described in the text, with
statistical uncertainties only

Component Yield

B− → D∗0(µ+µ−)π− −2 ± 3

B− → π−µ+µ− 17 ± 7

B− → K−µ+µ− 17 ± 8

Combinatorial bkg. 90 ± 13

the combinatorial background. Figure 3 shows the dimuon
and B-candidate invariant-mass distributions of selected
B− → J/ψK− candidates. The dimuon and the B-candidate
invariant-mass fits converge to B− → J/ψK− yield values
that are consistent within 0.4%; the B-candidate invariant-
mass fit converges to (2316 ± 2) × 103 decays, where
the uncertainty is statistical only. The contributions from
misidentified B− → J/ψπ− decays and combinatorial back-
ground are found to be negligible.

5 Systematic uncertainties and results

To obtain the branching fraction of the D∗0 → µ+µ− decay,
the signal yield in the fit described in Sect. 4 is parameterised
in terms of B

(
D∗0 → µ+µ−)

using Eq. (1). The values of
the branching fractions on the right-hand side of the equation,
the efficiency ratio and the normalisation yield are allowed
to vary within Gaussian constraints to account for the uncer-
tainties on these inputs. Table 2 summarises the constraints.
The widths of the constraints correspond to the statistical and
systematic uncertainties added in quadrature. For the mea-
sured branching fractions, the values from Ref. [25] are used.
The efficiency ratio εJ/ψK−/εD∗0π− is obtained from simula-
tion, accounting for the geometrical acceptance of the detec-
tor as well as effects related to the triggering, reconstruction
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Fig. 1 Reconstructed (left) µ+µ− and (right) π−µ+µ− invariant-mass distributions for the selected B− → D∗0(µ+µ−)π− candidates, with
results of the fit superimposed

Fig. 2 Two-dimensional distribution of µ+µ− invariant mass versus
π−µ+µ− invariant mass for the selected B− → D∗0(µ+µ−)π− can-
didates. The red box corresponds to a range of about ±3σ around the
expected signal peak position in each dimension

each component are modelled using empirical functions.
For the B− → J/ψK− component, the dimuon and B-
candidate invariant-mass distributions are modelled with the
same functions used for the signal B− → D∗0π− component
in the signal-mode fit. For the misidentified B− → J/ψπ−

component, both the B-candidate and the dimuon invariant-
mass distributions are modelled using a Gaussian function
with power-law tails on both sides. The parameters for the
B− → J/ψK− and the misidentified B− → J/ψπ− com-
ponents are determined from simulation, but a global peak
position shift and a width scaling factor are allowed to vary
in the fits to data.

Combinatorial background is modelled using an exponen-
tial function in the B-candidate invariant-mass distribution
and a first-order polynomial function in the dimuon invariant-
mass distribution. The B-candidate and the dimuon invariant-
mass slopes are allowed to vary in the fits.

In total, each one-dimensional fit model includes six free
parameters: the yields for each component, the global peak
shift and width scaling factor and the model parameter of

Table 1 Yields obtained from the fit to data described in the text, with
statistical uncertainties only

Component Yield

B− → D∗0(µ+µ−)π− −2 ± 3

B− → π−µ+µ− 17 ± 7

B− → K−µ+µ− 17 ± 8

Combinatorial bkg. 90 ± 13

the combinatorial background. Figure 3 shows the dimuon
and B-candidate invariant-mass distributions of selected
B− → J/ψK− candidates. The dimuon and the B-candidate
invariant-mass fits converge to B− → J/ψK− yield values
that are consistent within 0.4%; the B-candidate invariant-
mass fit converges to (2316 ± 2) × 103 decays, where
the uncertainty is statistical only. The contributions from
misidentified B− → J/ψπ− decays and combinatorial back-
ground are found to be negligible.

5 Systematic uncertainties and results

To obtain the branching fraction of the D∗0 → µ+µ− decay,
the signal yield in the fit described in Sect. 4 is parameterised
in terms of B

(
D∗0 → µ+µ−)

using Eq. (1). The values of
the branching fractions on the right-hand side of the equation,
the efficiency ratio and the normalisation yield are allowed
to vary within Gaussian constraints to account for the uncer-
tainties on these inputs. Table 2 summarises the constraints.
The widths of the constraints correspond to the statistical and
systematic uncertainties added in quadrature. For the mea-
sured branching fractions, the values from Ref. [25] are used.
The efficiency ratio εJ/ψK−/εD∗0π− is obtained from simula-
tion, accounting for the geometrical acceptance of the detec-
tor as well as effects related to the triggering, reconstruction
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Fig. 3 Reconstructed (left) µ+µ− and (right) K−µ+µ− invariant-mass distributions for the selected B− → J/ψ(µ+µ−) K− candidates, with
results of the fits superimposed. The contributions from misidentified B− → J/ψ(µ+µ−)π− decays and combinatorial background are negligible
and thus barely visible

Table 2 Input parameters used in the estimation of the D∗0 → µ+µ−

branching fraction. The uncertainties correspond to the statistical and
systematic uncertainties added in quadrature

Parameter Value

B
(
B− → J/ψK−)

(10.20 ± 0.19) × 10−4 [25]

B
(
B− → D∗0π−)

(4.90 ± 0.17) × 10−3 [25]

B
(
J/ψ → µ+µ−)

(59.61 ± 0.33) × 10−3 [25]

εJ/ψK−/εD∗0π− 1.21 ± 0.03

NJ/ψK− (2316 ± 8) × 103

and selection of the B candidates. The normalisation yield is
obtained from the fits described in the previous section.

The uncertainty on the efficiency ratio takes into account
the simulation sample size, uncertainties on the weights
applied to the simulation and the matching between recon-
structed and generated particles in the simulation. The sys-
tematic uncertainties associated with the weights are evalu-
ated by varying all weights within their uncertainties and by
varying the binning used to estimate them. The systematic
uncertainty associated with the multivariate weighting algo-
rithm is evaluated by comparing the results obtained with
the default and alternative algorithms (see Sect. 2). The sys-
tematic uncertainty associated with the matching between
reconstructed and generated particles in the simulation is
evaluated by comparing the efficiencies obtained including
or excluding B candidates for which one or more decay prod-
ucts are not correctly matched. All variations are made con-
sistently for the signal and normalisation modes to avoid an
overestimation of the uncertainty on the efficiency ratio. The
systematic effects associated with the uncertainties on the
weights cancel out almost fully in the determination of the
efficiency ratio. The effect of the matching between recon-
structed and generated particles dominates the uncertainty

on the efficiency ratio, but has no significant impact on the
modelled invariant-mass distributions.

The systematic uncertainty on the yield of the normali-
sation mode is evaluated by comparing the yields obtained
in four different approaches: the baseline fit to the B-
candidate invariant-mass distribution; a fit replacing the
B− → J/ψ K− shape by a Hypatia function [57]; the
baseline fit to the dimuon invariant-mass distribution; and
a fit to the dimuon invariant-mass distribution replacing the
B− → J/ψ K− shape by the sum of a Gaussian function and
a Gaussian function with power-law tails on both sides of
the distribution. The largest difference is assigned as the sys-
tematic uncertainty. The difference between the fit models
is also used to assign a systematic uncertainty on the global
peak position shifts and width scaling factors for the signal
mode.

Including all constraints, the fit to data yields

B
(
D∗0 → µ+µ−

)
= (−1.06 ± 1.85) × 10−8 ,

where statistical and systematic uncertainties are combined.
An upper limit on the branching fraction is obtained fol-
lowing the Feldmann–Cousins prescription [58]: pseudoex-
periments are generated for various values of the branching
fraction and the resulting distribution of measured branching
fractions is used to form confidence belts. Figure 4 shows
confidence belts at 90% and 95% CL. The result obtained
from the fit yields

B(D∗0 → µ+µ−) < 2.6 (3.4) × 10−8 at 90 (95)% CL .

The procedure is repeated fixing the nuisance parameters to
their central values to assess the impact of the systematic
uncertainties. In this case, with statistical uncertainty only,
the fitted branching fraction is (−1.10 ± 1.72) × 10−8 and
the obtained 90 (95)% CL upper limit is 2.3 (3.2) × 10−8,
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B-candidate invariant mass, m(π−µ+µ−), are used as dis-
criminating observables in a fit, the results of which were not
examined until the full analysis procedure had been finalised.
The decay mode B− → J/ψ(µ+µ−) K− is used as a nor-
malisation channel.

The branching fraction for the D∗0 → µ+µ− decay is
obtained through

B
(
D∗0 → µ+µ−

)

= ND∗0π−

NJ/ψK−
· εJ/ψK−

εD∗0π−
· B

(
B− → J/ψK−)

B
(
B− → D∗0π−)

·B
(
J/ψ → µ+µ−)

, (1)

where ND∗0π− and εD∗0π− denote the yield and efficiency for
the signal mode, and NJ/ψK− and εJ/ψK− denote the yield
and efficiency for the normalisation mode. All branching
fractions on the right-hand side of Eq. (1) are known [25].
The signal- and normalisation-mode yields are determined
from invariant-mass fits, and the efficiency ratio is deter-
mined from simulation with corrections for data-simulation
discrepancies as described below.

2 Detector and simulation

The LHCb detector [26,27] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system con-
sisting of a silicon-strip vertex detector surrounding the
proton–proton (pp) interaction region [28], a large-area
silicon-strip detector located upstream of a dipole magnet
with a bending power of about 4 Tm, and three stations of
silicon-strip detectors and straw drift tubes [29,30] placed
downstream of the magnet. The tracking system provides a
measurement of the momentum, p, of charged particles with
a relative uncertainty that varies from 0.5% at low momentum
to 1.0% at 200 GeV/c. The minimum distance of a track to a
primary pp collision vertex (PV), the impact parameter (IP),
is measured with a resolution of (15+29/pT)µm, where pT
is the component of the momentum transverse to the beam,
in GeV/c. Different types of charged hadrons are distin-
guished using information from two ring-imaging Cherenkov
detectors [31]. Photons, electrons and hadrons are identi-
fied by a calorimeter system consisting of scintillating-pad
and preshower detectors, an electromagnetic and a hadronic
calorimeter. Muons are identified by a system composed of
alternating layers of iron and multiwire proportional cham-
bers [32]. The online event selection is performed by a trig-
ger [33,34], which consists of a hardware stage, based on
information from the calorimeter and muon systems, fol-

lowed by a two-level software stage, which reconstructs the
full event.

Simulation is used to tune the event selection procedure,
to model the shape of the dimuon and B-candidate invariant-
mass distributions and to estimate efficiencies accounting
for the effects of the detector acceptance, reconstruction
and selection criteria. In the simulation, pp collisions are
generated using Pythia [35] with a specific LHCb con-
figuration [36]. Decays of unstable particles are described
by EvtGen [37], in which final-state radiation is generated
using Photos [38]. The interaction of the generated par-
ticles with the detector, and its response, are implemented
using the Geant4 toolkit [39] as described in Ref. [40]. The
underlying pp interaction is reused multiple times, with an
independently generated signal decay for each [41].

The B candidates reconstructed in simulation are weighted
to correct for discrepancies between data and simula-
tion associated with particle-identification efficiency, track-
reconstruction efficiency and hardware trigger efficiency.
Additional corrections are applied to account for discrepan-
cies in B-production kinematics and event track multiplicity.
After these weights are applied, the simulated distributions
of all variables used in the analysis are in good agreement
with the data.

The particle identification efficiencies are determined
from data using unbiased samples of identified charged par-
ticles from J/ψ → µ+µ− and D∗+ → D0(K−π+)π+

decays [42]. The efficiencies are determined in intervals of
track momentum, track pseudorapidity and event track multi-
plicity to match the properties of the signal and normalisation
modes. Differences between data and simulation associated
with the track reconstruction efficiency are corrected using
samples of J/ψ → µ+µ− decays [43]. The hardware trig-
ger efficiency is determined, using independently selected
B− → J/ψ(µ+µ−) K− decays, in intervals of the transverse
momenta of the µ+ and the µ− tracks [44]. Discrepancies
associated with the B-production kinematics and the event
track multiplicity are corrected using a multivariate algo-
rithm [45], which is trained using B− → J/ψ(µ+µ−) K−

decays in background-subtracted data and simulation. As
a cross-check, an alternative algorithm is trained using the
number of tracks involved in the PV reconstruction as addi-
tional input, and consistent results are obtained.

3 Candidate selection

Events are required to pass a hardware trigger that selects
events containing at least one muon with high transverse
momentum. The pT threshold is between 1.2 and 2.2 GeV/c
depending on the data-taking period. In the subsequent soft-
ware trigger, at least one muon is required to have pT >

0.8 GeV/c and impact parameter greater than 100µm with

123

[Eur.Phys. J C83 (2023) 666]

Dominant decays are e.m. and strong, weak suppressed to ~10-11

For D* further GIM suppression takes it to 10-19    but can be enhanced by 
BSM, for example Z’ [JHEP 11, 142 (2015)] 

15

[arXiv:2304.01981]

LHCb:
FCNC, SD contributions highly suppressed in SM (Br~10-18) 
LD: intermediate 2-photon state giving Br ~ 10-13
Sensitive to New Physics, for example MSM, LQ, vector-like fermions

[Phys. Rev. Lett. 131 (2023) 041804 ]

and D0 → K−πþ, with branching fractions of ð1.490#
0.027Þ × 10−3 and ð3.999# 0.045Þ × 10−2, respectively
[70], as

BðD0 → μþμ−Þ ¼
ND0→μþμ−

ND0→hþh−

εhþh−

εμþμ−
sBðD0 → hþh−Þ

≡ αND0→μþμ− ð1Þ

where ε is the efficiency and N is the yield of the given
channel, s is the scale factor of the normalization channel
and α is defined as the single event sensitivity.
The efficiencies in Eq. (1) are factorized into different

steps for ease of estimation and evaluated with respect to
the previous steps: detector acceptance, reconstruction and
selection, PID, and trigger.
The reconstruction and selection efficiencies are

obtained from simulated samples. The simulated candidates
are assigned weights with an iterative procedure that
improves the agreement with data using the following
variables: pseudorapidity of the D0 meson, transverse
momentum of the D0 meson, and number of tracks in
the event. It is verified that after weighting, all variables
used in the selection agree well between data and simu-
lation. The weights obtained from the D0 → πþπ− candi-
dates are used to correct also the signal simulation.
Possible residual differences between data and simula-

tion in the tracking efficiencies are determined using
control channels in data [71]. The PID efficiencies are
determined from data using samples of kinematically
identified charged particles from Bþ → J=ψKþ and
D&þ → D0ð→ K−πþÞπþ decays [68], weighted to match
the kinematic properties of the signal and the normalization
channels, respectively. The efficiencies are determined in
bins of the p and pT of the tracks. A total systematic
uncertainty of 1–3% is associated to the binning scheme
and background determination in the calibration samples.
The efficiency of the second level of the software trigger

is unity with respect to the offline-selected candidates by
construction, as the selection is tighter in every require-
ment. The hardware and first level software trigger effi-
ciencies are evaluated with the TISTOS method [72] in
data. For the signal channel, the Bþ → J=ψð→ μþμ−ÞKþ

decay is used as the calibration channel, selected with the
same requirements as those used for the analysis of B
decays into two muons [73,74]. The calibration is per-
formed in intervals of the J=ψ pT and pseudorapidity. For
each interval, a scaling factor between data and simulation
is obtained and applied to the D0 → μþμ− simulation.
Compatible results are obtained repeating the calibration in
intervals of pT and the maximum IPχ2 of the muons, where
IPχ2 is defined as the difference in the vertex-fit χ2 of a
given PV reconstructed with and without the track under
consideration. The typical scaling between data and sim-
ulation deviates from unity by 2–6%. The normalization

channels, given their high yields, are self-calibrated.
The TISTOS method is applied to the D0 → K−πþ and
D0 → πþπ− channels, and trigger efficiencies are obtained.
To minimize cross-correlation biases, only candidates in
events that satisfy a muon trigger independently of the
candidate are used as a calibration sample. The calibration
of the hadronic hardware trigger is also validated with
independent estimates based on control samples in data,
obtained with similar methods as in Ref. [75], from which a
15% relative systematic uncertainty is assigned to the
hadronic trigger efficiency calibration.
The efficiency of the BDT requirement, and the signal

fraction in the BDT intervals, are calibrated in data by
applying the same estimator to the D0 → πþπ− decay,
which is topologically very similar to the signal. The
distribution of the BDT output is obtained in background
subtracted D0 → πþπ− decays in data and simulation, and
found to be compatible, as shown in the Supplemental
Material [76]. A small correction is determined and applied
to the signal; its uncertainty is assigned as systematic
uncertainty to the signal efficiency.
The yields of the normalization channels are obtained

through a fit to the Δm distribution (Fig. 1), requiring the
reconstructed D0 mass to be within #10 MeV=c2 of the
known D0 mass. The signal probability distribution func-
tion is composed of a sum of a Gaussian and a Crystal-Ball
function [77] with power-law tails on both sides. The
background is described with a threshold function, as
defined in Ref. [52]. The parameters of the Crystal-Ball
function are estimated with simulation: the power of the tail
is fixed, while the position where the power tails start may
vary freely in the fit. In addition, the signal width and all
background parameters are left free in the fit.
Using Eq. (1), values of α for both normalization

channels are obtained, and found to be in good agreement
with each other for each data taking run and for the full
sample. As an additional cross-check, the ratio of the
efficiency corrected yields of the two normalization chan-
nels is obtained and compared to the ratio of their
branching fractions. The value is stable across the data
taking years and compatible with the world average [70].
The average single event sensitivity is found to be
α ¼ ð2.15# 0.34Þ × 10−11, corresponding to at most one
expected signal D0 → μþμ− decay under the SM
hypothesis.
The signal yield is obtained through an unbinned

maximum-likelihood fit to the two-dimensional distribu-
tion of mðμþμ−Þ and Δm, performed simultaneously
in the three BDT intervals and in the two data taking
Runs. The distributions projected onto the two variables are
shown in Fig. 2. Each of the two projections is selected
using only candidates in the signal region of the other
variable, where the signal regions are defined as mðD0Þ ∈
½1840; 1885( MeV=c2 and Δm ∈ ½144.9; 146.1( MeV=c2,
respectively. The full distributions can be seen in the
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propagated through a Gaussian constraint on the relevant
parameter in the final fit.
The yield of the misidentified D0 → K−πþ decays is

constrained from an auxiliary fit to the mðμþμ−Þ sideband
data, recomputed with the correct mass hypothesis. The
fit is performed using the Δm distribution within a
$10 MeV=c2 region around the D0 mass in the K−πþ

mass hypothesis. A correction is applied to take into
account this mass requirement. The correlation between
this estimate and the yield in the final fit is found not to
influence the estimate of the signal branching fraction.
The systematic uncertainties related to both the normali-

zation, through α, and the background shapes and yields,
are included in the fit as Gaussian constraints on the
relevant parameters. The dominant systematic uncertainty
comes from the calibration of the hadronic trigger effi-
ciency, which is shared through auxiliary parameters
among the normalization channels, and also with the
misidentified D0 → πþπ− yields that depend on the same
estimate. The fit procedure is tested with pseudoexperi-
ments. The values of the floating shape parameters are
obtained from the data fit. Unbiased estimates of the
branching fraction with correct coverage are obtained.
The mðμþμ−Þ and Δm distributions in data are shown

for the most sensitive BDT interval in Fig. 2 and for all
intervals in Ref. [76], overlaid with the result of the fit.
The data are consistent with the expected background. The

value obtained for the D0 → μþμ− branching fraction is
BðD0 → μþμ−Þ ¼ ð1.7$ 1.0Þ × 10−9, corresponding to
79$ 45 signal decays. The significance of this signal is
estimated comparing the test statistics in data with the
distribution of the test statistics in background-only pseu-
doexperiments, and is found to have a p value of 0.068,
corresponding to a significance of 1.5σ (see also Ref. [76]).
An upper limit on the branching fraction is derived using
the frequentist C:L:s method [79] as implemented in the
GAMMACOMBO framework [80,81]. This yields

BðD0 → μþμ−Þ < 3.1ð3.5Þ × 10−9 at 90ð95Þ%C:L:

The observed limit is larger than the one expected from
background-only pseudoexperiments, BðD0 → μþμ−Þ <
1.9ð2.3Þ × 10−9 at a 90(95%) C.L., coherently with the
central value for the signal branching fraction.
The fit is repeated with different configurations: allowing

the resolution of the misidentified D0 → πþπ− background
to vary, using a double exponential function in place
of a single one for the combinatorial background, and
reducing the range in the Δm variable. No significant
change was found in the signal branching fraction with any
configuration.
In summary, a search for the D0 → μþμ− decay in data

corresponding to 9 fb−1 of pp collision data collected by
the LHCb experiment is performed. No excess with respect

FIG. 2. Distribution of (left)mðμþμ−Þ and (right) Δm for theD0 → μþμ− candidates in data from (top) Run 1 and (bottom) Run 2, for
the most sensitive BDT interval. The distribution is superimposed with the fit to data. Each of the two distributions is in the signal region
of the other variable; see text for details. Untagged and tagged decays are included in a single component for signal and D0 → πþπ−

background.
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and D0 → K−πþ, with branching fractions of ð1.490#
0.027Þ × 10−3 and ð3.999# 0.045Þ × 10−2, respectively
[70], as

BðD0 → μþμ−Þ ¼
ND0→μþμ−

ND0→hþh−

εhþh−

εμþμ−
sBðD0 → hþh−Þ

≡ αND0→μþμ− ð1Þ

where ε is the efficiency and N is the yield of the given
channel, s is the scale factor of the normalization channel
and α is defined as the single event sensitivity.
The efficiencies in Eq. (1) are factorized into different

steps for ease of estimation and evaluated with respect to
the previous steps: detector acceptance, reconstruction and
selection, PID, and trigger.
The reconstruction and selection efficiencies are

obtained from simulated samples. The simulated candidates
are assigned weights with an iterative procedure that
improves the agreement with data using the following
variables: pseudorapidity of the D0 meson, transverse
momentum of the D0 meson, and number of tracks in
the event. It is verified that after weighting, all variables
used in the selection agree well between data and simu-
lation. The weights obtained from the D0 → πþπ− candi-
dates are used to correct also the signal simulation.
Possible residual differences between data and simula-

tion in the tracking efficiencies are determined using
control channels in data [71]. The PID efficiencies are
determined from data using samples of kinematically
identified charged particles from Bþ → J=ψKþ and
D&þ → D0ð→ K−πþÞπþ decays [68], weighted to match
the kinematic properties of the signal and the normalization
channels, respectively. The efficiencies are determined in
bins of the p and pT of the tracks. A total systematic
uncertainty of 1–3% is associated to the binning scheme
and background determination in the calibration samples.
The efficiency of the second level of the software trigger

is unity with respect to the offline-selected candidates by
construction, as the selection is tighter in every require-
ment. The hardware and first level software trigger effi-
ciencies are evaluated with the TISTOS method [72] in
data. For the signal channel, the Bþ → J=ψð→ μþμ−ÞKþ

decay is used as the calibration channel, selected with the
same requirements as those used for the analysis of B
decays into two muons [73,74]. The calibration is per-
formed in intervals of the J=ψ pT and pseudorapidity. For
each interval, a scaling factor between data and simulation
is obtained and applied to the D0 → μþμ− simulation.
Compatible results are obtained repeating the calibration in
intervals of pT and the maximum IPχ2 of the muons, where
IPχ2 is defined as the difference in the vertex-fit χ2 of a
given PV reconstructed with and without the track under
consideration. The typical scaling between data and sim-
ulation deviates from unity by 2–6%. The normalization

channels, given their high yields, are self-calibrated.
The TISTOS method is applied to the D0 → K−πþ and
D0 → πþπ− channels, and trigger efficiencies are obtained.
To minimize cross-correlation biases, only candidates in
events that satisfy a muon trigger independently of the
candidate are used as a calibration sample. The calibration
of the hadronic hardware trigger is also validated with
independent estimates based on control samples in data,
obtained with similar methods as in Ref. [75], from which a
15% relative systematic uncertainty is assigned to the
hadronic trigger efficiency calibration.
The efficiency of the BDT requirement, and the signal

fraction in the BDT intervals, are calibrated in data by
applying the same estimator to the D0 → πþπ− decay,
which is topologically very similar to the signal. The
distribution of the BDT output is obtained in background
subtracted D0 → πþπ− decays in data and simulation, and
found to be compatible, as shown in the Supplemental
Material [76]. A small correction is determined and applied
to the signal; its uncertainty is assigned as systematic
uncertainty to the signal efficiency.
The yields of the normalization channels are obtained

through a fit to the Δm distribution (Fig. 1), requiring the
reconstructed D0 mass to be within #10 MeV=c2 of the
known D0 mass. The signal probability distribution func-
tion is composed of a sum of a Gaussian and a Crystal-Ball
function [77] with power-law tails on both sides. The
background is described with a threshold function, as
defined in Ref. [52]. The parameters of the Crystal-Ball
function are estimated with simulation: the power of the tail
is fixed, while the position where the power tails start may
vary freely in the fit. In addition, the signal width and all
background parameters are left free in the fit.
Using Eq. (1), values of α for both normalization

channels are obtained, and found to be in good agreement
with each other for each data taking run and for the full
sample. As an additional cross-check, the ratio of the
efficiency corrected yields of the two normalization chan-
nels is obtained and compared to the ratio of their
branching fractions. The value is stable across the data
taking years and compatible with the world average [70].
The average single event sensitivity is found to be
α ¼ ð2.15# 0.34Þ × 10−11, corresponding to at most one
expected signal D0 → μþμ− decay under the SM
hypothesis.
The signal yield is obtained through an unbinned

maximum-likelihood fit to the two-dimensional distribu-
tion of mðμþμ−Þ and Δm, performed simultaneously
in the three BDT intervals and in the two data taking
Runs. The distributions projected onto the two variables are
shown in Fig. 2. Each of the two projections is selected
using only candidates in the signal region of the other
variable, where the signal regions are defined as mðD0Þ ∈
½1840; 1885( MeV=c2 and Δm ∈ ½144.9; 146.1( MeV=c2,
respectively. The full distributions can be seen in the
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propagated through a Gaussian constraint on the relevant
parameter in the final fit.
The yield of the misidentified D0 → K−πþ decays is

constrained from an auxiliary fit to the mðμþμ−Þ sideband
data, recomputed with the correct mass hypothesis. The
fit is performed using the Δm distribution within a
$10 MeV=c2 region around the D0 mass in the K−πþ

mass hypothesis. A correction is applied to take into
account this mass requirement. The correlation between
this estimate and the yield in the final fit is found not to
influence the estimate of the signal branching fraction.
The systematic uncertainties related to both the normali-

zation, through α, and the background shapes and yields,
are included in the fit as Gaussian constraints on the
relevant parameters. The dominant systematic uncertainty
comes from the calibration of the hadronic trigger effi-
ciency, which is shared through auxiliary parameters
among the normalization channels, and also with the
misidentified D0 → πþπ− yields that depend on the same
estimate. The fit procedure is tested with pseudoexperi-
ments. The values of the floating shape parameters are
obtained from the data fit. Unbiased estimates of the
branching fraction with correct coverage are obtained.
The mðμþμ−Þ and Δm distributions in data are shown

for the most sensitive BDT interval in Fig. 2 and for all
intervals in Ref. [76], overlaid with the result of the fit.
The data are consistent with the expected background. The

value obtained for the D0 → μþμ− branching fraction is
BðD0 → μþμ−Þ ¼ ð1.7$ 1.0Þ × 10−9, corresponding to
79$ 45 signal decays. The significance of this signal is
estimated comparing the test statistics in data with the
distribution of the test statistics in background-only pseu-
doexperiments, and is found to have a p value of 0.068,
corresponding to a significance of 1.5σ (see also Ref. [76]).
An upper limit on the branching fraction is derived using
the frequentist C:L:s method [79] as implemented in the
GAMMACOMBO framework [80,81]. This yields

BðD0 → μþμ−Þ < 3.1ð3.5Þ × 10−9 at 90ð95Þ%C:L:

The observed limit is larger than the one expected from
background-only pseudoexperiments, BðD0 → μþμ−Þ <
1.9ð2.3Þ × 10−9 at a 90(95%) C.L., coherently with the
central value for the signal branching fraction.
The fit is repeated with different configurations: allowing

the resolution of the misidentified D0 → πþπ− background
to vary, using a double exponential function in place
of a single one for the combinatorial background, and
reducing the range in the Δm variable. No significant
change was found in the signal branching fraction with any
configuration.
In summary, a search for the D0 → μþμ− decay in data

corresponding to 9 fb−1 of pp collision data collected by
the LHCb experiment is performed. No excess with respect

FIG. 2. Distribution of (left)mðμþμ−Þ and (right) Δm for theD0 → μþμ− candidates in data from (top) Run 1 and (bottom) Run 2, for
the most sensitive BDT interval. The distribution is superimposed with the fit to data. Each of the two distributions is in the signal region
of the other variable; see text for details. Untagged and tagged decays are included in a single component for signal and D0 → πþπ−

background.
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1

The h and h 0 mesons are J
PC = 0�+ particles with masses of 547.9 and 957.8 MeV, respectively,

comprising admixtures of up, down, and strange quarks [1]. Despite a comprehensive exper-
imental campaign [2–6] to study these light mesons, several properties of the h and h 0 remain
unmeasured. Their leptonic radiative decays, also known as Dalitz decays, constitute such
an example. They proceed via the electromagnetic coupling of pseudoscalar mesons to the
photon, where one or more of the photons internally convert into a pair of leptons, as shown
in Fig. 1. Such decays are typically highly suppressed because they can only occur through
these electromagnetic interactions instead of the comparatively stronger nuclear interactions.
To date, the only observed leptonic radiative decays are h ! µ+µ�, h ! e+e�e+e�, and more
recently h 0 ! e+e�e+e� [3–5]. The decays h ! e+e�, h ! µ+µ�µ+µ�, h ! e+e�µ+µ�,
and most h 0 decays have so far eluded discovery. Observing these rare decays is important be-
cause they can serve as precision tests of the standard model, they offer sensitivity to an array
of new physics scenarios [7, 8], and the interaction between pseudoscalars and photons con-
tributes to the hadronic light-by-light component of the anomalous magnetic moment of the
muon [7, 9]. A thorough description of radiative decays and their impact on several relevant
standard model observables, as well as their sensitivity to new physics, can be found in Ref. [8].

Figure 1: Feynman diagram of pseudoscalar decays into four leptons, known as double-Dalitz
decays.

In this Letter, we report the first observation of the muon double-Dalitz decay of the h meson,
h ! µ+µ�µ+µ�, using

p
s = 13 TeV proton-proton (pp) collision data collected by the CMS

experiment during 2017 and 2018 at the LHC. The predicted branching fraction for this decay
channel is extremely small, B(h ! 4µ) = (3.98 ± 0.15) ⇥ 10�9 [10], making its observation
particularly challenging. The analysis measures the rate of h ! 4µ events compared to the
normalization channel h ! 2µ [3], for which the branching fraction is known with a preci-
sion of 14% [1]. The product of the CMS detector acceptance and signal efficiency, as well as
systematic uncertainties, are evaluated with simulation studies for both channels. Tabulated
results are provided in the HEPData record for this analysis [11]. The defining feature of the
measurement is the use of high-rate triggers, which extends the sensitivity of CMS to dimuon
and four-muon resonances of masses lower than what is achievable with the standard muon
triggers [12].

The CMS apparatus is a multipurpose detector designed to trigger on and identify electrons,
muons, photons, and (charged and neutral) hadrons [13–15]. A superconducting solenoid of
6 m internal diameter provides a magnetic field of 3.8 T. Within the solenoid volume are the
silicon pixel and strip tracker, a crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter. Muons are measured in gas-ionization detectors embedded in the steel
flux-return yoke outside the solenoid, covering the pseudorapidity range |h| < 2.4. A more
detailed description of the CMS detector, together with a definition of the coordinate system

⇡0, ⌘, ⌘0
¯̀(p2)

`(p1)

`(p3)

¯̀(p4)

⇡0, ⌘, ⌘0
¯̀(p4)
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`(p3)

¯̀(p2)

Figure 28: Direct and exchange contributions to P! `+`�`+`�.

⇡0
! 2(e+e�) ⌘! 2(e+e�) ⌘0 ! 2(e+e�)

3.47 ⇥ 10�5 [463] 2.71(2) ⇥ 10�5 [464] 2.10(45) ⇥ 10�6 [464]
3.36689(5) ⇥ 10�5 [464] 2.701(14) ⇥ 10�5 [461]

3.40(1) ⇥ 10�5 [466]
3.3919(13) ⇥ 10�5 [461]

⌘! e+e�µ+µ� ⌘0 ! e+e�µ+µ�

2.39(7) ⇥ 10�6 [464] 6.39(91) ⇥ 10�7 [464]
2.335(12) ⇥ 10�6 [461]

⌘! 2(µ+µ�) ⌘0 ! 2(µ+µ�)

3.98(15) ⇥ 10�9 [464] 1.69(36) ⇥ 10�8 [464]
3.878(20) ⇥ 10�9 [461]

Table 7: Selected theoretical results for the branching ratios B(P! `+`�`+`�).

the matrix elements (at leading order in the fine structure constant) are given by

MD = �e4 FP�⇤�⇤ (s12, s34)
s12s34

✏µ⌫↵�(p1 + p2)µ(p3 + p4)↵
⇥
ū(p1)�⌫v(p2)

⇤⇥
ū(p3)��v(p4)

⇤
,

ME = +e4 FP�⇤�⇤ (s14, s23)
s14s23

✏µ⌫↵�(p1 + p4)µ(p2 + p3)↵
⇥
ū(p1)�⌫v(p4)

⇤⇥
ū(p3)��v(p2)

⇤
(6.48)

for the direct and exchange terms, respectively; see also Refs. [462–464]. The momentum assignments are as in
Fig. 28, and we have used the dilepton squared invariant masses si j = (pi+p j)2. Note in particular that the relative sign
betweenMD andME is a consequence of Fermi statistics. No exchange terms exist for the decays ⌘(0)

! e+e�µ+µ�.
We refer to the literature for explicit expressions on the spin-averaged squared matrix elements as well as the

required four-body phase space integrals [461, 462, 464]. Qualitatively, the following picture arises. Due to the
photon propagators, in particular the electron–positron distributions are strongly peaked at small invariant masses
and, hence, only very mildly modified by form factor e↵ects; this is true in particular for ⇡0

! 2(e+e�), for which
the decay rate is enhanced at the sub-percent level due to deviations from a constant ⇡0

! �⇤�⇤ transition [461]. The
transition form factors change the rates of the ⌘ and ⌘0 decays with muons in the final states much more significantly,
but those are overall suppressed due to significantly smaller phase spaces. Throughout, interference e↵ects between
direct and exchange terms are small, at the percent level. Radiative corrections, that is next-to-leading-order e↵ects
in the fine structure constant, have been studied in great detail in Ref. [461] (completing and partially correcting
earlier studies [465]), which might be relevant for the extraction of form factor e↵ects, given the latter’s smallness. —
Various theoretical predictions for the branching ratios are summarized in Table 7. They all agree with the available
experimental data, which is not yet precise enough to discriminate between di↵erent calculations or form factor
models.
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Figure 3: Measured m4µ distribution, with the fit result overlaid. The pull distribution in the
lower panel is shown relative to the background component of the fit model and defined as
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FitBkg. Uncertainties are statistical only.

Simulated samples of rare h decays are generated at leading order with a custom workflow. The
first step employs the PLUTO V6 generator [26] to simulate the two- and four-muon decays of
the h meson in its rest frame, using the vector meson dominance model [27]. Subsequently, the
h meson and its decay products are boosted to the laboratory frame by sampling from uniform
pT and rapidity distributions in the 5–70 GeV and |y| < 2.4 ranges, respectively. The decay
products are then embedded into complete CMS events, which also include the simulation of
fragmentation, parton shower, and hadronization processes in the initial and final states with
the PYTHIA 8.230 package [28], and simulation of the underlying event with the CP5 tune [29].
The location of the decay products in the detector is sampled from the distribution of the beam
envelope. Finally, the interaction of final-state particles with the CMS detector is simulated
using the GEANT4 toolkit [30]. Simulated events include the contribution of additional particles
produced in time within the same or nearby bunch crossings. The multiplicity of vertices is
matched to the one observed in the data.

To check whether the observed peak is indeed compatible with the h ! 4µ decay, the signal
simulation was used to predict the four-muon pT (p

4µ
T ) spectrum for the experimentally mea-

sured branching fraction B(h ! 4µ) of 5 ⇥ 10�9 (described later). The signal p
4µ
T distribution

was reweighted based on the h meson pT differential production rate measured with the two-
muon channel. Figure 4 compares the predicted distribution to the measured spectrum and
to the expected background, obtained from events with m4µ within the 0.6–0.9 GeV sideband,
where no signal is expected. The shape is then normalized such that the total background
yield is fixed to the one extracted from the m4µ fit. The correlation between p

4µ
T and m4µ for

background events was verified to be weak by comparing the m4µ spectrum across several p
4µ
T

ranges. The sum of the predicted signal and background contributions agrees with the obser-
vation. An additional check was performed by applying a tight muon selection to muons in
the signal mass window and in the sideband, and comparing the fraction of muons surviv-
ing the selection between the two regions. This selection requires at least six energy deposits
per muon track in the silicon tracker, of which at least one is in the pixel layers, and a track
c2/ndf < 10, where ndf is the number of degrees of freedom. About 99% of four-muon combi-
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The branching fraction B4µ ⌘ B(h ! 4µ) is determined relative to B2µ ⌘ B(h ! 2µ) using

B4µ

B2µ
=

N4µ

Â
i,j

N
i,j
2µ

A
i,j
4µ

A
i,j
2µ

, (1)

where N4µ is the total four-muon signal yield, N
i,j
2µ are the two-muon signal yields in the bins

i and j of the candidate h meson’s pT and rapidity, and A
i,j
4µ and A

i,j
2µ are the corresponding

efficiencies. We define 32 bins in pT in the range 7–70 GeV and 2 bins in |y|. Because of the
relative nature of the measurement, several uncertainties cancel out when considering the ratio
of quantities. Remaining uncertainties are assessed for each component of Eq. (1). The uncer-
tainty on B2µ is 14% [1], while the statistical uncertainty on N4µ is estimated to be 16% from the
fit shown in Fig. 3. A similar source of uncertainty would arise from the measurement of N

i,j
2µ ,

but it is negligible compared to the other uncertainties when considering the large sample of
h ! 2µ decays.

The remaining dominant uncertainties are systematic in nature and arise from incomplete
knowledge of the efficiencies evaluated by simulation. This type of uncertainty is subdivided
into three parts: (i) on the track pT threshold, 9.0%; (ii) on the trigger pT threshold, 8.4%; and
(iii) on the efficiency plateau, 3.2%. Parts (i) and (ii) are caused by imperfect modeling of the
turn-on behavior of the single-muon reconstruction efficiency observed in data. They are es-
timated by varying the thresholds in simulation and measuring the corresponding variation
of the relative N4µ yield. A conservative but meaningful range of threshold variations is de-
termined for (i) by comparing the momentum scale variation that is required to shift the mass
peak of the h meson by the width observed in the two-muon spectrum. For (ii), we assume a
10% uncertainty in the effective threshold of the trigger. The uncertainty on (iii) is determined
by measuring the trigger efficiency in data with an unbiased sample of events collected with
electron triggers. The discrepancy between this efficiency in data and simulation leads to a
3.2% correction to the branching fraction, which is also taken as the corresponding uncertainty.
This uncertainty affects both decay channels in an unbalanced fashion owing to the different
number of final-state muons, and hence it only partially cancels out in the ratio. A subdomi-
nant source of systematic uncertainty is attributed to the choice of fit model used to extract the
signal yield in both channels. This uncertainty is assessed by testing several alternative signal
and background models, and determining the variation in signal yield, resulting in a value of
6.6%. Overall, we estimate the total systematic uncertainty in the branching ratio measurement
to be 14%, adding all contributions in quadrature.

The resulting B4µ /B2µ ratio is:

B4µ

B2µ
= (0.86 ± 0.14 (stat) ± 0.12 (syst))⇥ 10�3.

With B(h ! 2µ) = (5.8 ± 0.8)⇥ 10�6 [1], the branching fraction of the newly observed four-
muon decay channel is measured to be

B(h ! 4µ) = (5.0 ± 0.8 (stat) ± 0.7 (syst) ± 0.7 (B2µ ))⇥ 10�9,

where the last term reflects the uncertainty in B(h ! 2µ). The measurement is in agreement
with the theoretical prediction of (3.98 ± 0.15)⇥ 10�9 [10].

In summary, the first observation of the h meson’s rare double-Dalitz decay to four muons is
reported. This is made possible by the use of CMS data collected with high-rate muon triggers

5

nations passed this selection in the signal mass window, compared to only 84% in the sideband.
Since the sidebands presumably contain more hadrons misidentified as muons, this indicates a
negligible contamination of such hadrons in the signal region.
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Figure 4: Comparison of the four-muon pT spectrum observed in data with 0.53 < m4µ <
0.57 GeV (black points) and the signal prediction from simulation assuming the observed
branching fraction (orange dashed line). Also shown is the predicted background shape, ex-
tracted from the mass sideband, normalized to the background fit yield (dotted blue line) and
the sum of signal and background predictions (solid red line).

To ensure that the observed peak cannot be explained by other resonant backgrounds, such
as additional decay modes of the h meson, we studied these modes using simplified Monte
Carlo (MC) simulations. The decay chains are simulated via a series of two-body decays of
the form M ! m1m2. The results are reported in Fig. 5. Decays with final-state photons (or
neutral pions) could mimic the four-muon signal if a photon converts to a pair of muons after
interacting with detector material. However, in this case, the nearby nucleus imparts a mo-
mentum kick to the system and increases its total invariant mass. Therefore, as a general fea-
ture of this topology, backgrounds involving photons do not present a peak in the signal mass
window. The only peaking background is h ! p+p�µ+µ�, where both pions are misiden-
tified as muons. Here, however, the difference in mass between the two particles shifts the
invariant mass peak down to about 0.48 GeV, sufficiently below the signal mass window. Fur-
thermore, this decay mode has never been observed. The current experimental upper limit of
B(h ! p+p�µ+µ�) < 1.6 ⇥ 10�4 at 90% confidence level [31], which is considerably higher
than the theoretical prediction of 6.5 ⇥ 10�9 [32], is used in our estimate. Based on these stud-
ies, we conclude that other decay modes of the h meson provide a negligible contribution to
the selected events.

The simulated samples of h ! 4µ and h ! 2µ events are used to evaluate the total signal effi-
ciencies A

i,j
4µ and A

i,j
2µ , respectively, given by the product of detector geometric acceptance and

reconstruction and selection efficiencies, as functions of pT for two rapidity regions: |y| < 1.5
and 1.5 < |y| < 2.4. Figure 6 shows the total efficiencies vs. pT, split by rapidity range. In
two-muon decays, A

i,j
2µ is limited by the trigger efficiency, reaching a plateau of about 70%.

In contrast, in four-muon decays, the efficiency to reconstruct all four muons in the event has

In agreement with SM prediction
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1

The h and h 0 mesons are J
PC = 0�+ particles with masses of 547.9 and 957.8 MeV, respectively,

comprising admixtures of up, down, and strange quarks [1]. Despite a comprehensive exper-
imental campaign [2–6] to study these light mesons, several properties of the h and h 0 remain
unmeasured. Their leptonic radiative decays, also known as Dalitz decays, constitute such
an example. They proceed via the electromagnetic coupling of pseudoscalar mesons to the
photon, where one or more of the photons internally convert into a pair of leptons, as shown
in Fig. 1. Such decays are typically highly suppressed because they can only occur through
these electromagnetic interactions instead of the comparatively stronger nuclear interactions.
To date, the only observed leptonic radiative decays are h ! µ+µ�, h ! e+e�e+e�, and more
recently h 0 ! e+e�e+e� [3–5]. The decays h ! e+e�, h ! µ+µ�µ+µ�, h ! e+e�µ+µ�,
and most h 0 decays have so far eluded discovery. Observing these rare decays is important be-
cause they can serve as precision tests of the standard model, they offer sensitivity to an array
of new physics scenarios [7, 8], and the interaction between pseudoscalars and photons con-
tributes to the hadronic light-by-light component of the anomalous magnetic moment of the
muon [7, 9]. A thorough description of radiative decays and their impact on several relevant
standard model observables, as well as their sensitivity to new physics, can be found in Ref. [8].

Figure 1: Feynman diagram of pseudoscalar decays into four leptons, known as double-Dalitz
decays.

In this Letter, we report the first observation of the muon double-Dalitz decay of the h meson,
h ! µ+µ�µ+µ�, using

p
s = 13 TeV proton-proton (pp) collision data collected by the CMS

experiment during 2017 and 2018 at the LHC. The predicted branching fraction for this decay
channel is extremely small, B(h ! 4µ) = (3.98 ± 0.15) ⇥ 10�9 [10], making its observation
particularly challenging. The analysis measures the rate of h ! 4µ events compared to the
normalization channel h ! 2µ [3], for which the branching fraction is known with a preci-
sion of 14% [1]. The product of the CMS detector acceptance and signal efficiency, as well as
systematic uncertainties, are evaluated with simulation studies for both channels. Tabulated
results are provided in the HEPData record for this analysis [11]. The defining feature of the
measurement is the use of high-rate triggers, which extends the sensitivity of CMS to dimuon
and four-muon resonances of masses lower than what is achievable with the standard muon
triggers [12].

The CMS apparatus is a multipurpose detector designed to trigger on and identify electrons,
muons, photons, and (charged and neutral) hadrons [13–15]. A superconducting solenoid of
6 m internal diameter provides a magnetic field of 3.8 T. Within the solenoid volume are the
silicon pixel and strip tracker, a crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter. Muons are measured in gas-ionization detectors embedded in the steel
flux-return yoke outside the solenoid, covering the pseudorapidity range |h| < 2.4. A more
detailed description of the CMS detector, together with a definition of the coordinate system
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Figure 28: Direct and exchange contributions to P! `+`�`+`�.

⇡0
! 2(e+e�) ⌘! 2(e+e�) ⌘0 ! 2(e+e�)

3.47 ⇥ 10�5 [463] 2.71(2) ⇥ 10�5 [464] 2.10(45) ⇥ 10�6 [464]
3.36689(5) ⇥ 10�5 [464] 2.701(14) ⇥ 10�5 [461]

3.40(1) ⇥ 10�5 [466]
3.3919(13) ⇥ 10�5 [461]

⌘! e+e�µ+µ� ⌘0 ! e+e�µ+µ�

2.39(7) ⇥ 10�6 [464] 6.39(91) ⇥ 10�7 [464]
2.335(12) ⇥ 10�6 [461]

⌘! 2(µ+µ�) ⌘0 ! 2(µ+µ�)

3.98(15) ⇥ 10�9 [464] 1.69(36) ⇥ 10�8 [464]
3.878(20) ⇥ 10�9 [461]

Table 7: Selected theoretical results for the branching ratios B(P! `+`�`+`�).

the matrix elements (at leading order in the fine structure constant) are given by

MD = �e4 FP�⇤�⇤ (s12, s34)
s12s34

✏µ⌫↵�(p1 + p2)µ(p3 + p4)↵
⇥
ū(p1)�⌫v(p2)

⇤⇥
ū(p3)��v(p4)

⇤
,

ME = +e4 FP�⇤�⇤ (s14, s23)
s14s23

✏µ⌫↵�(p1 + p4)µ(p2 + p3)↵
⇥
ū(p1)�⌫v(p4)

⇤⇥
ū(p3)��v(p2)

⇤
(6.48)

for the direct and exchange terms, respectively; see also Refs. [462–464]. The momentum assignments are as in
Fig. 28, and we have used the dilepton squared invariant masses si j = (pi+p j)2. Note in particular that the relative sign
betweenMD andME is a consequence of Fermi statistics. No exchange terms exist for the decays ⌘(0)

! e+e�µ+µ�.
We refer to the literature for explicit expressions on the spin-averaged squared matrix elements as well as the

required four-body phase space integrals [461, 462, 464]. Qualitatively, the following picture arises. Due to the
photon propagators, in particular the electron–positron distributions are strongly peaked at small invariant masses
and, hence, only very mildly modified by form factor e↵ects; this is true in particular for ⇡0

! 2(e+e�), for which
the decay rate is enhanced at the sub-percent level due to deviations from a constant ⇡0

! �⇤�⇤ transition [461]. The
transition form factors change the rates of the ⌘ and ⌘0 decays with muons in the final states much more significantly,
but those are overall suppressed due to significantly smaller phase spaces. Throughout, interference e↵ects between
direct and exchange terms are small, at the percent level. Radiative corrections, that is next-to-leading-order e↵ects
in the fine structure constant, have been studied in great detail in Ref. [461] (completing and partially correcting
earlier studies [465]), which might be relevant for the extraction of form factor e↵ects, given the latter’s smallness. —
Various theoretical predictions for the branching ratios are summarized in Table 7. They all agree with the available
experimental data, which is not yet precise enough to discriminate between di↵erent calculations or form factor
models.
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Figure 3: Measured m4µ distribution, with the fit result overlaid. The pull distribution in the
lower panel is shown relative to the background component of the fit model and defined as
(Data � FitBkg)/

q
s2

Data � s2
FitBkg. Uncertainties are statistical only.

Simulated samples of rare h decays are generated at leading order with a custom workflow. The
first step employs the PLUTO V6 generator [26] to simulate the two- and four-muon decays of
the h meson in its rest frame, using the vector meson dominance model [27]. Subsequently, the
h meson and its decay products are boosted to the laboratory frame by sampling from uniform
pT and rapidity distributions in the 5–70 GeV and |y| < 2.4 ranges, respectively. The decay
products are then embedded into complete CMS events, which also include the simulation of
fragmentation, parton shower, and hadronization processes in the initial and final states with
the PYTHIA 8.230 package [28], and simulation of the underlying event with the CP5 tune [29].
The location of the decay products in the detector is sampled from the distribution of the beam
envelope. Finally, the interaction of final-state particles with the CMS detector is simulated
using the GEANT4 toolkit [30]. Simulated events include the contribution of additional particles
produced in time within the same or nearby bunch crossings. The multiplicity of vertices is
matched to the one observed in the data.

To check whether the observed peak is indeed compatible with the h ! 4µ decay, the signal
simulation was used to predict the four-muon pT (p

4µ
T ) spectrum for the experimentally mea-

sured branching fraction B(h ! 4µ) of 5 ⇥ 10�9 (described later). The signal p
4µ
T distribution

was reweighted based on the h meson pT differential production rate measured with the two-
muon channel. Figure 4 compares the predicted distribution to the measured spectrum and
to the expected background, obtained from events with m4µ within the 0.6–0.9 GeV sideband,
where no signal is expected. The shape is then normalized such that the total background
yield is fixed to the one extracted from the m4µ fit. The correlation between p

4µ
T and m4µ for

background events was verified to be weak by comparing the m4µ spectrum across several p
4µ
T

ranges. The sum of the predicted signal and background contributions agrees with the obser-
vation. An additional check was performed by applying a tight muon selection to muons in
the signal mass window and in the sideband, and comparing the fraction of muons surviv-
ing the selection between the two regions. This selection requires at least six energy deposits
per muon track in the silicon tracker, of which at least one is in the pixel layers, and a track
c2/ndf < 10, where ndf is the number of degrees of freedom. About 99% of four-muon combi-
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The branching fraction B4µ ⌘ B(h ! 4µ) is determined relative to B2µ ⌘ B(h ! 2µ) using

B4µ

B2µ
=

N4µ

Â
i,j

N
i,j
2µ

A
i,j
4µ

A
i,j
2µ

, (1)

where N4µ is the total four-muon signal yield, N
i,j
2µ are the two-muon signal yields in the bins

i and j of the candidate h meson’s pT and rapidity, and A
i,j
4µ and A

i,j
2µ are the corresponding

efficiencies. We define 32 bins in pT in the range 7–70 GeV and 2 bins in |y|. Because of the
relative nature of the measurement, several uncertainties cancel out when considering the ratio
of quantities. Remaining uncertainties are assessed for each component of Eq. (1). The uncer-
tainty on B2µ is 14% [1], while the statistical uncertainty on N4µ is estimated to be 16% from the
fit shown in Fig. 3. A similar source of uncertainty would arise from the measurement of N

i,j
2µ ,

but it is negligible compared to the other uncertainties when considering the large sample of
h ! 2µ decays.

The remaining dominant uncertainties are systematic in nature and arise from incomplete
knowledge of the efficiencies evaluated by simulation. This type of uncertainty is subdivided
into three parts: (i) on the track pT threshold, 9.0%; (ii) on the trigger pT threshold, 8.4%; and
(iii) on the efficiency plateau, 3.2%. Parts (i) and (ii) are caused by imperfect modeling of the
turn-on behavior of the single-muon reconstruction efficiency observed in data. They are es-
timated by varying the thresholds in simulation and measuring the corresponding variation
of the relative N4µ yield. A conservative but meaningful range of threshold variations is de-
termined for (i) by comparing the momentum scale variation that is required to shift the mass
peak of the h meson by the width observed in the two-muon spectrum. For (ii), we assume a
10% uncertainty in the effective threshold of the trigger. The uncertainty on (iii) is determined
by measuring the trigger efficiency in data with an unbiased sample of events collected with
electron triggers. The discrepancy between this efficiency in data and simulation leads to a
3.2% correction to the branching fraction, which is also taken as the corresponding uncertainty.
This uncertainty affects both decay channels in an unbalanced fashion owing to the different
number of final-state muons, and hence it only partially cancels out in the ratio. A subdomi-
nant source of systematic uncertainty is attributed to the choice of fit model used to extract the
signal yield in both channels. This uncertainty is assessed by testing several alternative signal
and background models, and determining the variation in signal yield, resulting in a value of
6.6%. Overall, we estimate the total systematic uncertainty in the branching ratio measurement
to be 14%, adding all contributions in quadrature.

The resulting B4µ /B2µ ratio is:

B4µ

B2µ
= (0.86 ± 0.14 (stat) ± 0.12 (syst))⇥ 10�3.

With B(h ! 2µ) = (5.8 ± 0.8)⇥ 10�6 [1], the branching fraction of the newly observed four-
muon decay channel is measured to be

B(h ! 4µ) = (5.0 ± 0.8 (stat) ± 0.7 (syst) ± 0.7 (B2µ ))⇥ 10�9,

where the last term reflects the uncertainty in B(h ! 2µ). The measurement is in agreement
with the theoretical prediction of (3.98 ± 0.15)⇥ 10�9 [10].

In summary, the first observation of the h meson’s rare double-Dalitz decay to four muons is
reported. This is made possible by the use of CMS data collected with high-rate muon triggers

5

nations passed this selection in the signal mass window, compared to only 84% in the sideband.
Since the sidebands presumably contain more hadrons misidentified as muons, this indicates a
negligible contamination of such hadrons in the signal region.
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Figure 4: Comparison of the four-muon pT spectrum observed in data with 0.53 < m4µ <
0.57 GeV (black points) and the signal prediction from simulation assuming the observed
branching fraction (orange dashed line). Also shown is the predicted background shape, ex-
tracted from the mass sideband, normalized to the background fit yield (dotted blue line) and
the sum of signal and background predictions (solid red line).

To ensure that the observed peak cannot be explained by other resonant backgrounds, such
as additional decay modes of the h meson, we studied these modes using simplified Monte
Carlo (MC) simulations. The decay chains are simulated via a series of two-body decays of
the form M ! m1m2. The results are reported in Fig. 5. Decays with final-state photons (or
neutral pions) could mimic the four-muon signal if a photon converts to a pair of muons after
interacting with detector material. However, in this case, the nearby nucleus imparts a mo-
mentum kick to the system and increases its total invariant mass. Therefore, as a general fea-
ture of this topology, backgrounds involving photons do not present a peak in the signal mass
window. The only peaking background is h ! p+p�µ+µ�, where both pions are misiden-
tified as muons. Here, however, the difference in mass between the two particles shifts the
invariant mass peak down to about 0.48 GeV, sufficiently below the signal mass window. Fur-
thermore, this decay mode has never been observed. The current experimental upper limit of
B(h ! p+p�µ+µ�) < 1.6 ⇥ 10�4 at 90% confidence level [31], which is considerably higher
than the theoretical prediction of 6.5 ⇥ 10�9 [32], is used in our estimate. Based on these stud-
ies, we conclude that other decay modes of the h meson provide a negligible contribution to
the selected events.

The simulated samples of h ! 4µ and h ! 2µ events are used to evaluate the total signal effi-
ciencies A

i,j
4µ and A

i,j
2µ , respectively, given by the product of detector geometric acceptance and

reconstruction and selection efficiencies, as functions of pT for two rapidity regions: |y| < 1.5
and 1.5 < |y| < 2.4. Figure 6 shows the total efficiencies vs. pT, split by rapidity range. In
two-muon decays, A

i,j
2µ is limited by the trigger efficiency, reaching a plateau of about 70%.

In contrast, in four-muon decays, the efficiency to reconstruct all four muons in the event has

In agreement with SM prediction

[arXiv:2007.00664]

First observation! BR 
in agreement with SM

[arXiv:2305.04904]

[arXiv:2212.04977]

LHCb:
FCNC, highly suppressed in SM, Br~10-14
Sensitive to BSM, with NP effects can reach ~10-12

[Phys. Rev. D108 (2023) L031102 ]

[Eur.Phys.J C73 (2013) 2678]

[Phys.Rev. D105 (2022) 015017]

Table 1: Summary of systematic uncertainties.

Source Relative e↵ect (%)
B(K0

S ! ⇡+⇡�) 0.07
sMB 0.30
Variations in data taking 1
Data/simulation di↵erences 4.40
K0

S ! ⇡+⇡� yield 1
PID 3.30
Tracking 1.20
"L0 10 (TIS), 21 (xTOS)
"HLT/L0 11
Total 16 (TIS), 24 (xTOS)

In addition, a systematic uncertainty of 1.4% is added to the relative e�ciency between
K0

S ! µ+µ�µ+µ� and K0
L ! µ+µ�µ+µ� decays, when measuring B(K0

L ! µ+µ�µ+µ�).
This systematic uncertainty covers the di↵erence of the e�ciency ratio across the data-
taking period as well as the uncertainties from the simulated sample size. The systematic
uncertainties from signal and background invariant-mass models are negligible for the
current level of precision.

7 Results

The number of K0
S ! ⇡+⇡� decays in the dataset corrected by the sMB prescale fac-

tor is (3.96 ± 0.04) ⇥ 1012. The e�ciency ratio "K0
S!⇡+⇡�/"K0

S!µ+µ�µ+µ� is 27.0 ± 4.3
(21.6 ± 5.3) for the TIS (xTOS) category. The obtained normalisation factors are
↵TIS = (4.7± 0.8)⇥ 10�12 and ↵xTOS = (3.8 ± 0.9) ⇥ 10�12. The combined single event
sensitivity is ↵ ⇡ 2.10 ⇥ 10�12. These values assume that the muons are distributed
uniformly in phase space for K0

S ! µ+µ�µ+µ� decays. Nevertheless, the e�ciency is
nearly uniform as a function of the muon helicity angles and for most of the dimuon
invariant masses, except near the kinematic thresholds. Thus, the results are valid for a
wide range of BSM models unless the dimuons originate from a new resonance with an
invariant mass close to half of the K0

S mass or very close to twice the muon mass. The
former strengthens the limit while the latter weakens it. The result also assumes that the
muons are produced at the K0 decay vertex.

The invariant-mass distributions of the selected candidate events are shown in Fig. 2.
No events are observed in the signal mass window 490� 510 MeV/c2, for both the xTOS
and TIS samples. Integrating the profile likelihood from the positive side of the branching
fraction, the upper limits at 90% C.L. are found to be

B(K0
S ! µ+µ�µ+µ�) < 5.1⇥ 10�12,

B(K0
L ! µ+µ�µ+µ�) < 2.3⇥ 10�9,

7

Exclusively triggered on signal (xTOS)
Triggered independently of signal (TIS)

• the transverse displacement of the K0
S candidate decay vertex from the beam line,

to eliminate background from tracks close to the pp interaction point;

• the maximum distance of closest approach between the four final-state tracks, which
is expected to be larger for background from random combinations of tracks;

• and the minimum angle between each pair of muons, which significantly reduces
background contributions with at least two VELO tracks sharing hits.

The BDT is trained with simulated K0
S ! µ+µ�µ+µ� decays as a proxy for signal,

and K0
S ! µ+µ�µ+µ� candidates from the invariant-mass sidebands in data, which cover

450 < m4µ < 490MeV/c2 and 510 < m4µ < 600MeV/c2, as a proxy for background. The
samples are randomly split into two subsamples for cross-validation [32], to ensure that
the BDT applied to a candidate is always trained on events that are independent of the
candidate.

The BDT requirement is optimized for the best expected limit at a 90% confidence level
(C.L.) using simulated pseudoexperiments. The signal e�ciency of the BDT requirement
is approximately 80% while retaining less than one per mille of the background candidates.
After the BDT selection requirement, in the case of multiple candidates per event, a single
candidate, randomly chosen, is retained.

5 Normalisation and invariant-mass fit

The signal yield, NK0
S!µ+µ�µ+µ� , is translated to a branching fraction via a normalisation

to K0
S ! ⇡+⇡� decays, as

B(K0
S ! µ+µ�µ+µ�) ⌘ ↵NK0

S!µ+µ�µ+µ� . (3)

The normalisation factor ↵, or single event sensitivity,1 is calculated as

↵ = B(K0
S ! ⇡+⇡�)⇥

"K0
S!⇡+⇡� ⇥ sMB

NMB
K0

S!⇡+⇡� ⇥ "K0
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Table 1: Summary of systematic uncertainties.

Source Relative e↵ect (%)
B(K0

S ! ⇡+⇡�) 0.07
sMB 0.30
Variations in data taking 1
Data/simulation di↵erences 4.40
K0

S ! ⇡+⇡� yield 1
PID 3.30
Tracking 1.20
"L0 10 (TIS), 21 (xTOS)
"HLT/L0 11
Total 16 (TIS), 24 (xTOS)

In addition, a systematic uncertainty of 1.4% is added to the relative e�ciency between
K0

S ! µ+µ�µ+µ� and K0
L ! µ+µ�µ+µ� decays, when measuring B(K0

L ! µ+µ�µ+µ�).
This systematic uncertainty covers the di↵erence of the e�ciency ratio across the data-
taking period as well as the uncertainties from the simulated sample size. The systematic
uncertainties from signal and background invariant-mass models are negligible for the
current level of precision.

7 Results

The number of K0
S ! ⇡+⇡� decays in the dataset corrected by the sMB prescale fac-

tor is (3.96 ± 0.04) ⇥ 1012. The e�ciency ratio "K0
S!⇡+⇡�/"K0

S!µ+µ�µ+µ� is 27.0 ± 4.3
(21.6 ± 5.3) for the TIS (xTOS) category. The obtained normalisation factors are
↵TIS = (4.7± 0.8)⇥ 10�12 and ↵xTOS = (3.8 ± 0.9) ⇥ 10�12. The combined single event
sensitivity is ↵ ⇡ 2.10 ⇥ 10�12. These values assume that the muons are distributed
uniformly in phase space for K0

S ! µ+µ�µ+µ� decays. Nevertheless, the e�ciency is
nearly uniform as a function of the muon helicity angles and for most of the dimuon
invariant masses, except near the kinematic thresholds. Thus, the results are valid for a
wide range of BSM models unless the dimuons originate from a new resonance with an
invariant mass close to half of the K0

S mass or very close to twice the muon mass. The
former strengthens the limit while the latter weakens it. The result also assumes that the
muons are produced at the K0 decay vertex.

The invariant-mass distributions of the selected candidate events are shown in Fig. 2.
No events are observed in the signal mass window 490� 510 MeV/c2, for both the xTOS
and TIS samples. Integrating the profile likelihood from the positive side of the branching
fraction, the upper limits at 90% C.L. are found to be

B(K0
S ! µ+µ�µ+µ�) < 5.1⇥ 10�12,

B(K0
L ! µ+µ�µ+µ�) < 2.3⇥ 10�9,

7
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Figure 2: Invariant-mass distribution of the observed K0
S ! µ+µ�µ+µ� candidates in the (left)

xTOS trigger category, and (right) TIS trigger category. The blue lines represent the simultaneous
fit to both categories, using the exponential functions to represent the background. The expected
K0

S ! µ+µ�µ+µ� signal for the branching fraction excluded at 90% C.L. is shown with a dotted
red line.

which coincide with the upper limits expected in absence of signal.
While the data used to produce the results here were collected using a 1 MHz hardware

trigger, the upgraded LHCb detector fully reconstructs events at the LHC inelastic event
rate of 30 MHz [40]. This will increase the trigger e�ciency of the K0

S ! µ+µ�µ+µ�

events by about a factor five [40], giving the possibility to reach sensitivities at the SM
level, B(K0

S ! µ+µ�µ+µ�) ⇠ (1� 4)⇥ 10�14, with 300 fb�1 of integrated luminosity.

8 Conclusions

A search for K0
S(L) ! µ+µ�µ+µ� has been performed analysing 5.1 fb�1 of LHCb data

recorded from 2016 to 2018. No signal is observed. The obtained upper limits are the first
reported for the K0

S(L) ! µ+µ�µ+µ� decay modes. The observed values are close to the
maximum values allowed in the dark photon models [3] and indicate very good prospects
for the LHCb upgrade, which could achieve sensitivities at the level of the SM prediction
for B(K0

S ! µ+µ�µ+µ�) using 300 fb�1 of integrated luminosity.
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muons are produced at the K0 decay vertex.
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fraction, the upper limits at 90% C.L. are found to be
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• the transverse displacement of the K0
S candidate decay vertex from the beam line,

to eliminate background from tracks close to the pp interaction point;

• the maximum distance of closest approach between the four final-state tracks, which
is expected to be larger for background from random combinations of tracks;

• and the minimum angle between each pair of muons, which significantly reduces
background contributions with at least two VELO tracks sharing hits.

The BDT is trained with simulated K0
S ! µ+µ�µ+µ� decays as a proxy for signal,

and K0
S ! µ+µ�µ+µ� candidates from the invariant-mass sidebands in data, which cover

450 < m4µ < 490MeV/c2 and 510 < m4µ < 600MeV/c2, as a proxy for background. The
samples are randomly split into two subsamples for cross-validation [32], to ensure that
the BDT applied to a candidate is always trained on events that are independent of the
candidate.

The BDT requirement is optimized for the best expected limit at a 90% confidence level
(C.L.) using simulated pseudoexperiments. The signal e�ciency of the BDT requirement
is approximately 80% while retaining less than one per mille of the background candidates.
After the BDT selection requirement, in the case of multiple candidates per event, a single
candidate, randomly chosen, is retained.

5 Normalisation and invariant-mass fit

The signal yield, NK0
S!µ+µ�µ+µ� , is translated to a branching fraction via a normalisation

to K0
S ! ⇡+⇡� decays, as
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where "K0
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S!µ+µ�µ+µ�) represents the product of the reconstruction, trigger and
selection e�ciency of K0

S ! ⇡+⇡� (K0
S ! µ+µ�µ+µ�) candidates. The observed number

of K0
S ! ⇡+⇡� decays is NMB

K0
S!⇡+⇡� , B(K0

S ! ⇡+⇡�) is the branching fraction of the

normalisation channel, fixed to (69.20 ± 0.05)% [16], and sMB is the prescale factor of
the minimum bias trigger averaged over the di↵erent data files weighted by integrated
luminosity.

The observed number of K0
S ! ⇡+⇡� decays, NMB

K0
S!⇡+⇡� , is estimated as the num-

ber of candidates in the mass range 400 < m⇡+⇡� < 600MeV/c2, without a fit to the
invariant-mass distribution. The background is neglected due to the high purity obtained

1The value of B(K0
S ! µ+µ�µ+µ�) corresponding to one signal event seen in the data sample.
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K0

S ! ⇡+⇡� yield 1
PID 3.30
Tracking 1.20
"L0 10 (TIS), 21 (xTOS)
"HLT/L0 11
Total 16 (TIS), 24 (xTOS)

In addition, a systematic uncertainty of 1.4% is added to the relative e�ciency between
K0

S ! µ+µ�µ+µ� and K0
L ! µ+µ�µ+µ� decays, when measuring B(K0

L ! µ+µ�µ+µ�).
This systematic uncertainty covers the di↵erence of the e�ciency ratio across the data-
taking period as well as the uncertainties from the simulated sample size. The systematic
uncertainties from signal and background invariant-mass models are negligible for the
current level of precision.
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sensitivity is ↵ ⇡ 2.10 ⇥ 10�12. These values assume that the muons are distributed
uniformly in phase space for K0

S ! µ+µ�µ+µ� decays. Nevertheless, the e�ciency is
nearly uniform as a function of the muon helicity angles and for most of the dimuon
invariant masses, except near the kinematic thresholds. Thus, the results are valid for a
wide range of BSM models unless the dimuons originate from a new resonance with an
invariant mass close to half of the K0

S mass or very close to twice the muon mass. The
former strengthens the limit while the latter weakens it. The result also assumes that the
muons are produced at the K0 decay vertex.

The invariant-mass distributions of the selected candidate events are shown in Fig. 2.
No events are observed in the signal mass window 490� 510 MeV/c2, for both the xTOS
and TIS samples. Integrating the profile likelihood from the positive side of the branching
fraction, the upper limits at 90% C.L. are found to be
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Figure 2: Invariant-mass distribution of the observed K0
S ! µ+µ�µ+µ� candidates in the (left)

xTOS trigger category, and (right) TIS trigger category. The blue lines represent the simultaneous
fit to both categories, using the exponential functions to represent the background. The expected
K0

S ! µ+µ�µ+µ� signal for the branching fraction excluded at 90% C.L. is shown with a dotted
red line.

which coincide with the upper limits expected in absence of signal.
While the data used to produce the results here were collected using a 1 MHz hardware

trigger, the upgraded LHCb detector fully reconstructs events at the LHC inelastic event
rate of 30 MHz [40]. This will increase the trigger e�ciency of the K0

S ! µ+µ�µ+µ�

events by about a factor five [40], giving the possibility to reach sensitivities at the SM
level, B(K0

S ! µ+µ�µ+µ�) ⇠ (1� 4)⇥ 10�14, with 300 fb�1 of integrated luminosity.

8 Conclusions

A search for K0
S(L) ! µ+µ�µ+µ� has been performed analysing 5.1 fb�1 of LHCb data

recorded from 2016 to 2018. No signal is observed. The obtained upper limits are the first
reported for the K0

S(L) ! µ+µ�µ+µ� decay modes. The observed values are close to the
maximum values allowed in the dark photon models [3] and indicate very good prospects
for the LHCb upgrade, which could achieve sensitivities at the level of the SM prediction
for B(K0

S ! µ+µ�µ+µ�) using 300 fb�1 of integrated luminosity.

8

xTOS TIS
Data used here were collected 
using a 1 MHz hardware trigger.
Upgraded LHCb fully reconstructs 
events at 30 MHz. 
Trigger efficiency increased x 5  
Reach 10−14 sensitivity with 300 fb−1 

17

LHCb Upgrade1 done. Collect ~50 fb-1 at L = 2x1033 cm-2 s-1 in 2023-29.
LHCb Upgrade2: after 2031. Collect 300 fb-1 .Pile-up: ~40, 200 Tb/s data, lots of R&Ds.

LHCb Prospects:

First LHC BR limit in 
the 10-12 region, also 
in same paper, first  
search at the LHC

K0
L

[arXiv:2212.11203]

https://arxiv.org/abs/2304.01981
https://arxiv.org/abs/2305.04904
https://arxiv.org/abs/2212.04977
https://arxiv.org/abs/2212.11203
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✦ b→sγ transition-governed decays allow for the investigation of a 
separate group of operators compared to leptonic decays 

➡ Synergy between Belle II (cleaner environment, inclusive measurements) 
and LHCb (huge statistics, access to b baryons). Most recent examples:

Radiative decays

37

Photon polarisation in Λb → Λγ  

[arXiv:2111.10194]

World best measurement of B→ργ 
branching fraction (brand new)

[CKM talk]

ΔE = Ecm
B − Ecm

beam

https://arxiv.org/abs/2111.10194
https://indico.cern.ch/event/1184945/contributions/5546962/attachments/2718093/4721595/BELLE2-TALK-DRAFT-2023-145.pdf
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✦ Different levels of theoretical "cleanliness" 
across a wide range of observables, but 
persistent set of departures (anomalies) 
from SM expectations (1-3σ level).  

➡ Sensitive to several NP scenarios!

 penguinsb → sll̄

38

Branching fractions usually 
impacted by cc-loops and form factors 

Angular observables affected by 
cc-loops  

Lepton Flavor Universality  
(LFU) tests: very clean!

More precise predictions

[arXiv:2003.04831][arXiv:2105.14007]

https://arxiv.org/abs/2003.04831
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✦ Golden channel in flavor physics, only accessible at b-factories 
➡ FCNC, very clean theoretically:  
➡ Several models predict modifications to branching fraction! 
➡ High background contributions, low branching fraction. No suitable kinematic 

variable to fit 3-body kinematics. New result from Belle II (362 fb-1)

ℬ(B+ → K+νν)SM = (5.58 ± 0.37) × 10−6

 (I)B+ → K+νν

39

[arXiv:2207.13371]

➡ Two analyses: standard hadronic 
tagging (ε~0.4%) and more 
sensitive inclusive (ε~8%). 

➡ Event properties combined in 
classifier. Use output as (one of) 
the fit variable(s), then simulate 
the signal and background. 

➡ Main backgrounds assessed, 
B→D(→K+X)lν, B→K+D(→KLX) 
and B+→K+K0K0  

➡

Results

● Maximum likelihood fit to data using signal and background templates
● Branching fractions: Bincl.=(2.8±0.5(stat)±0.5(stat)) x 10-5 , Bhad.=(1.1+0.9

−0.8(stat)+0.8
-0.5(syst)) x 10-5 

● For inclusive analysis, evidence for B→Kνν at 3.6𝜎,  branching fraction within 3.0𝜎  of 
standard model (both considering total uncertainty)

● For hadronic tag, the result is consistent with null hypothesis and SM at 1.1𝜎 and 0.6𝜎 21

Hadronic tag

Inclusive tag

Results

● Maximum likelihood fit to data using signal and background templates
● Branching fractions: Bincl.=(2.8±0.5(stat)±0.5(stat)) x 10-5 , Bhad.=(1.1+0.9

−0.8(stat)+0.8
-0.5(syst)) x 10-5 

● For inclusive analysis, evidence for B→Kνν at 3.6𝜎,  branching fraction within 3.0𝜎  of 
standard model (both considering total uncertainty)

● For hadronic tag, the result is consistent with null hypothesis and SM at 1.1𝜎 and 0.6𝜎 21

Hadronic tag

Inclusive tag

Final result: simultaneous fit in bins dineutrino mass ( ) and 
output of the classifiers (classifier just for hadronic tag)

q2
rec

[CKM talk]

https://arxiv.org/abs/2207.13371
https://indico.cern.ch/event/1184945/contributions/5547026/attachments/2718996/4723403/CKM_2023_Stefkova.pdf
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✦ Impressing first evidence achieved!

 (II)B+ → K+νν

40

[CKM talk]
ℬ(B+ → K+νν) = [2.4 ± 0.5(stat.)+0.5

−0.4(syst.)] × 10−5

➡ The significance is 3.6σ with respect 
to background-only hypothesis, 2.8σ 
away from the SM 

➡ Use of several control channels to verify 
simulation with actual data, closure test 
with . 

➡ Small tension between the inclusive and 
semileptonic results for Belle and BaBar, 
but overall the results are compatible 
with χ2/ndof = 4.3/4.

B+ → π+K0

     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                                                   CKM 202324

 : global pictureB+ → K+νν̄

ITA result has some tension with previous 
semileptonic tag measurements:

a  tension with BaBar
a  tension with Belle 

HTA result in agreement with all the 
previous measurements

2.4 σ
1.9 σ

Overall compatibility is 
good:  χ2/ndf = 4.3/4

Privately produced comparison

(*) Belle reports upper limits only; branching fractions are estimated using published number of events and efficiency

(*)

(*)

https://indico.cern.ch/event/1184945/contributions/5547026/attachments/2718996/4723403/CKM_2023_Stefkova.pdf
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RH =
ℬ(B → Hsμμ)
ℬ(B → Hsee)

⋅
ℬ(B → HsJ/Ψ(ee))
ℬ(B → HsJ/Ψ(μμ))

✦ Challenge, maximize experimental precision: 
➡ Use double ratio to J/Ψ modes to reduce 

systematics (the J/Ψ mode has been measured to 
be 1) 

➡ To remove long distance effects, cc resonances 
are vetoed and used to validate the analysis 

➡ Main complexity, different behavior of electrons 
and muons at the detectors 

➡ Typically measure as a function of q2 (lepton pair 
invariant mass)

LFU with  b → sll̄

41

where Hs = K*, K+, K0
S , K*+, . . .

[arXiv:1307.1189]

mailto:https://arxiv.org/abs/1307.1189
https://link.springer.com/article/10.1007/JHEP08(2017)055
https://link.springer.com/article/10.1007/JHEP08(2017)055
https://www.nature.com/articles/s41567-021-01478-8
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.191802
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.191802
https://link.springer.com/article/10.1007/JHEP05(2020)040
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.103.171801
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.86.032012
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.86.032012
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.103.171801
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✦ Combined assessment of  and  using the legacy Run 1+2 dataset.  
➡ Better understanding of systematic uncertainties, in particular PID effects…  
➡ Previously misidentified backgrounds  and . Now 

accounted for thanks to control samples. 
➡ Current results: good agreement with SM. Some tension remains in muon BR

RK* RK

B → D( → K→eπ→e)π→K B → K→eK→eK→e

New  at LHCbRK(*)

42

[arXiv:2212.09152]

https://arxiv.org/abs/2212.09152
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✦ Result based on CMS Bparked data → provides access to an O(1010) 
unbiassed sample of b-hadrons 

➡ Strategy similar to LHCb, measurement done with 1.1 < q2 < 6.0 GeV2 
➡ First measurement of RK at CMS, compatible with LHCb and SM 
➡ Main limitation, statistics in electron sample

RK at CMS

43

[CMS-PAS-BPH-22-005]

http://www.apple.com/es
https://cds.cern.ch/record/2868987?ln=en
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✦ Use the following ratio to probe LFU

LFU in semileptonic decays

44

RH =
ℬ(Hb → Hcτν̄τ)
ℬ(Hb → Hclν̄l)

where  and 
 (others possible)

Hc = D*+, D0, D+, D+
s , Λc, J/Ψ

Hb = B0, B0
s , B+

(c), Λb

➡ Hb different to B0 or B+ only possible at the 
LHC. On the other hand, l=µ at the LHC, can 
also be electrons at b-factories! 

➡ Large MC samples are required for template 
shapes, approximations are used for signal 
reconstruction, since neutrinos are not 
detected. 

➡ Advantages, BRs are large (tree decays) and 
SM theoretical predictions quite accurate!
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✦ First measurement of  at a hadron 
collider! Uses LHCb Run 1 dataset 

➡ Kinematics not so constrained as with hadronic 
τ decays, but most precise result overall 

➡ Signal subtracted through 3D fit to 
 

(muon energy in B rest frame) 

➡ Result in reasonable agreement with SM. Part 
of systematics data driven, part MC statistics, 
possible to reduce!

RD

q2 = (pB − pD(*))2, m2
miss = (pB − pD(*) − pμ)2, and E*μ

 and  muonic in LHCbRD* RD

45SlideManuel Franco Sevilla Highlights from LHCb

 with muonic  reconstruction ℛ(D0)/ℛ(D*) τ

26

ℛ (D(*)) =
ℬ (B̄ → D(*)τντ)
ℬ (B̄ → D(*)μνμ)

=
Nsig

Nnorm

ϵnorm

ϵsig

ε ratio easy

p
p

D*+
B̄0 ν̄τ

τ−

μ−
ν̄μ

α

π+

π+
K−

D0

ντ

PV
z

y

Kinematics not as well constrained with 
muonic τ, but more precision on % (D(*))

arXiv:2302.02886, 
submitted to Phys. Rev. Lett. 

1 Supplementary material for LHCB-PAPER-2022-

039

1.1 Nominal fit
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Figure 1: Distributions of (left) missing mass squared, (middle) lepton energy, and (right) q2,
overlaid with the projections of the fit model in the D0µ� signal region.
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Figure 2: Distributions of (left) missing mass squared, (middle) lepton energy, and (right) q2,
overlaid with the projections of the fit model in the D⇤µ� signal region.
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Figure 3: Distributions of (top row) missing mass squared and (bottom row) lepton energy
overlaid with the projections of the fit model in the D0µ� signal region, in the four bins of q2.
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Figure 2: Distributions of (left) missing mass squared, (middle) lepton energy, and (right) q2,
overlaid with the projections of the fit model in the D⇤µ� signal region.
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Figure 3: Distributions of (top row) missing mass squared and (bottom row) lepton energy
overlaid with the projections of the fit model in the D0µ� signal region, in the four bins of q2.

2

)1−Data (3 fb
 ντ*D→B

ντD→B
D X(*)D→B
νµ**D→B

Comb. + misID 
νµ0D→B
νµ*0D→B
νµ*+D→B

3D simultaneous fit to 

q2, m2
miss = (pB − pD* − pμ)

2
,  and E*μ

[arXiv:2302.02886]

RD = 0.441 ± 0.060(stat.) ± 0.066(syst.)
RD* = 0.281 ± 0.018(stat.) ± 0.024(syst.)

https://arxiv.org/abs/2302.02886
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✦ Challenging analysis at a hadron 
collider: 

➡ Use distance of flight to remove prompt 
backgrounds and measure other b-
originated backgrounds with control 
samples 

➡ Result compatible with SM 

➡ Result with fraction of LHCb Run 2 dataset 
➡ Systematics uncertainties will scale down 

with more data, but some ~3-4% floor to 
remain
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π−π
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π−
D*+ ν̄τ

τ−

π+

π+
K−

D0

Δz

Reconstruction

Measure this ratio

 depends on external 
branching fractions

ℛ(D*+)

=
ℬ (B̄ → D*τντ)
ℬ (B̄ → D*πππ)

×
ℬ (B̄ → D*πππ)
ℬ (B̄ → D*μνμ)

ℛ (D*) =
ℬ (B̄ → D*τντ)
ℬ (B̄ → D*μνμ)

double-charm background over the signal after the
detached-vertex requirement. Figure 3 shows the 3π mass
data distribution after the detached-vertex requirement,
where peaking structures corresponding to the Dþ → 3π
decay and Dþ

s → 3π decay—a very important control
channel for this analysis—are clearly visible.

2. Background from other sources

Requirements additional to the detached vertex are
needed to reject spurious background sources with vertex
topologies similar to the signal. The various background
sources are classified to distinguish candidates where the 3π
system originates from a common vertex and those where
one of the three pions originates from a different vertex.
The background category, where the 3π system stems

from a common vertex, is further divided into two different
classes depending on whether or not theD"− and 3π system

originate from the same b hadron. In the first case, the 3π
system either comes from the decay of a τ lepton or a D0,
Dþ, Dþ

s or Λþ
c hadron. Candidates originating from b

baryons form only 2% of this double-charm category.
In this case, the candidate has the correct signal-like vertex
topology. Alternatively, it comes from a misreconstructed
prompt background candidate containing a B0, Bþ, B0

s or
Λ0
b hadron. The detailed composition of these different

categories at the initial and at the final stage of the analysis
is described in Sec. III G. In the second case, the D"− and
the 3π systems are not daughters of the same b hadron. The
3π system originates from one of the following sources:
the other b hadron present in the event (B1B2 category); the
decay of charm hadrons produced at the PV (charm
category); another PV; or an interaction in the beam pipe
or in the detector material.
The 3π background not originating from the same vertex

is dominated by candidates where two pions originate from
the same vertex whilst the third may come directly from the
PV, from a different vertex in the decay chain of the same b
hadron, from the other b hadron produced at the PV, or
from another PV. Due to the combinatorial origin of this
background, there is no strong correlation between the
charge of the 3π system and the D"− charge. This enables
the normalization of the combinatorial background with the
wrong-sign data sample.

3. Summary of the topological selection requirements

The requirements applied to suppress combinatorial and
charm backgrounds, in addition to the detached-vertex
criterion, are reported in Table I. These include a good
track quality and a minimum transverse momentum of
250 MeV=c for each pion, a good vertex reconstruction
quality for the 3π system and large χ2IP with respect to any
PV for each pion of the 3π system and for the D̄0 candidate,
where χ2IP is defined as the difference in the vertex-fit χ

2 of a

FIG. 1. Topology of the signal decay. A requirement on the
distance between the 3π and the B0 vertices along the beam
direction to be greater than four times its uncertainty is applied.
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Figure 17 Control sample fits for the LHCb measurement of R(D⇤+) involving ⌧ ! ⇡
�

⇡
+

⇡
�

⌫ decays (Aaij et al., 2018b)
employed to evaluate the composition of the various double-charm background contributions. (a-d) low-BDT sample and (e-f)
B ! D

⇤+
D

�
s (! ⇡

�
⇡

+
⇡

�)X sample.

a BDT that also includes other variables such as the en-
ergy measured in the electromagnetic calorimeter in a
cone whose axis is defined by the three-pion momentum.
The kinematics of the three-pion system in background
D

0 and D
+ decays is more similar to that in signal de-

cays because the inclusive ⇡⇡⇡ final state from these two
mesons is dominated by the Ka1 channel (Zyla et al.,
2020). Some discrimination is still possible, however, due
to the restricted phase space of this virtual a1 meson.

Many of the B branching fractions to double-charm
final states are known with poor precision or have not
been measured yet. The following data control samples
are used to reduce the uncertainty due to the composition
of these background contributions:

• A low-BDT sample enriched with inclusive D
+

s
de-

cays constrains the composition of B ! D
⇤+

D
�
s

X

decays. The simulation is reweighted to match a fit
to the min(m⇡+⇡�), max(m⇡+⇡�), m⇡+⇡�⇡+ , and
m⇡+⇡+ distributions. These variables capture the
combined dynamics of the various inclusive D

+

s
de-

cay channels to three pions (Fig. 17 a-d).

• A highly pure B ! D
⇤+

D
�
s

(! ⇡
�

⇡
+
⇡

�)X sample
selected by imposing a requirement on m⇡+⇡�⇡+

around the D
+

s
mass. A template fit to the

m⇡+⇡�⇡+ distribution is used to measure the rela-
tive fractions of D

+

s
mesons produced directly and

from D
⇤
s

or D
⇤⇤
s

decays. The shape of the D
⇤
s

broad
peak depends on the degree of longitudinal polar-
ization of the D

⇤
s

and was adjusted in the simu-
lation to reproduce the data. These measurements

are important since the q
2 distributions of these de-

cays are very di↵erent from each other, as shown in
Fig. 17 (f).

• Clean B ! D
⇤+

D
0(! K

�
⇡

+
⇡

�
⇡

+)X and B !
D

⇤+
D

�(! K
�

⇡
+
⇡

�)X samples selected by ex-
plicitly reconstructing the D

0 and D
� mesons.

These samples are used to monitor and understand
the non-D+

s
background composition.

A three-dimensional binned maximum likelihood fit to
q
2, the BDT output, and the decay time of the recon-

structed ⌧ is performed to determine the signal and back-
ground yields. The calculation of q

2 relies on the B mo-
mentum determination described in Sec. III.C.2. The
decay time of the reconstructed ⌧ , t⌧ , is computed from
its flight distance and momentum obtained by the par-
tial kinematic reconstruction. This variable is useful to
separate ⌧ from D

� decays, since the lifetime of the D
�

meson is 3.5 times longer than that of the ⌧ lepton. The
fit results for the LHC Run 1 data sample, correspond-
ing to a luminosity of 3 fb�1, are displayed in Fig. 18.
An interesting feature of this method compared to the
muonic-⌧ measurement is that the highest BDT output
bin provides a fairly clean sample of signal decays with a
purity of about 40%.

As shown in Table XII, the uncertainties related to
the double-charm background and the limited size of the
simulated samples are the dominant systematic uncer-
tainties in this measurement. The uncertainties due to
the limited knwoledge of external branching fractions in
Eq. (53), currently 4.6%, are worth mentioning because,
unlike many of the other systematic uncertainties, these

Flight distance kills 
prompt background

Remaining bkg 
measured in 

dedicated 
control samples
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double-charm background over the signal after the
detached-vertex requirement. Figure 3 shows the 3π mass
data distribution after the detached-vertex requirement,
where peaking structures corresponding to the Dþ → 3π
decay and Dþ

s → 3π decay—a very important control
channel for this analysis—are clearly visible.

2. Background from other sources

Requirements additional to the detached vertex are
needed to reject spurious background sources with vertex
topologies similar to the signal. The various background
sources are classified to distinguish candidates where the 3π
system originates from a common vertex and those where
one of the three pions originates from a different vertex.
The background category, where the 3π system stems

from a common vertex, is further divided into two different
classes depending on whether or not theD"− and 3π system

originate from the same b hadron. In the first case, the 3π
system either comes from the decay of a τ lepton or a D0,
Dþ, Dþ

s or Λþ
c hadron. Candidates originating from b

baryons form only 2% of this double-charm category.
In this case, the candidate has the correct signal-like vertex
topology. Alternatively, it comes from a misreconstructed
prompt background candidate containing a B0, Bþ, B0

s or
Λ0
b hadron. The detailed composition of these different

categories at the initial and at the final stage of the analysis
is described in Sec. III G. In the second case, the D"− and
the 3π systems are not daughters of the same b hadron. The
3π system originates from one of the following sources:
the other b hadron present in the event (B1B2 category); the
decay of charm hadrons produced at the PV (charm
category); another PV; or an interaction in the beam pipe
or in the detector material.
The 3π background not originating from the same vertex

is dominated by candidates where two pions originate from
the same vertex whilst the third may come directly from the
PV, from a different vertex in the decay chain of the same b
hadron, from the other b hadron produced at the PV, or
from another PV. Due to the combinatorial origin of this
background, there is no strong correlation between the
charge of the 3π system and the D"− charge. This enables
the normalization of the combinatorial background with the
wrong-sign data sample.

3. Summary of the topological selection requirements

The requirements applied to suppress combinatorial and
charm backgrounds, in addition to the detached-vertex
criterion, are reported in Table I. These include a good
track quality and a minimum transverse momentum of
250 MeV=c for each pion, a good vertex reconstruction
quality for the 3π system and large χ2IP with respect to any
PV for each pion of the 3π system and for the D̄0 candidate,
where χ2IP is defined as the difference in the vertex-fit χ

2 of a

FIG. 1. Topology of the signal decay. A requirement on the
distance between the 3π and the B0 vertices along the beam
direction to be greater than four times its uncertainty is applied.
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component.
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Figure 17 Control sample fits for the LHCb measurement of R(D⇤+) involving ⌧ ! ⇡
�

⇡
+

⇡
�

⌫ decays (Aaij et al., 2018b)
employed to evaluate the composition of the various double-charm background contributions. (a-d) low-BDT sample and (e-f)
B ! D

⇤+
D

�
s (! ⇡

�
⇡

+
⇡

�)X sample.

a BDT that also includes other variables such as the en-
ergy measured in the electromagnetic calorimeter in a
cone whose axis is defined by the three-pion momentum.
The kinematics of the three-pion system in background
D

0 and D
+ decays is more similar to that in signal de-

cays because the inclusive ⇡⇡⇡ final state from these two
mesons is dominated by the Ka1 channel (Zyla et al.,
2020). Some discrimination is still possible, however, due
to the restricted phase space of this virtual a1 meson.

Many of the B branching fractions to double-charm
final states are known with poor precision or have not
been measured yet. The following data control samples
are used to reduce the uncertainty due to the composition
of these background contributions:

• A low-BDT sample enriched with inclusive D
+

s
de-

cays constrains the composition of B ! D
⇤+

D
�
s

X

decays. The simulation is reweighted to match a fit
to the min(m⇡+⇡�), max(m⇡+⇡�), m⇡+⇡�⇡+ , and
m⇡+⇡+ distributions. These variables capture the
combined dynamics of the various inclusive D

+

s
de-

cay channels to three pions (Fig. 17 a-d).

• A highly pure B ! D
⇤+

D
�
s

(! ⇡
�

⇡
+
⇡

�)X sample
selected by imposing a requirement on m⇡+⇡�⇡+

around the D
+

s
mass. A template fit to the

m⇡+⇡�⇡+ distribution is used to measure the rela-
tive fractions of D

+

s
mesons produced directly and

from D
⇤
s

or D
⇤⇤
s

decays. The shape of the D
⇤
s

broad
peak depends on the degree of longitudinal polar-
ization of the D

⇤
s

and was adjusted in the simu-
lation to reproduce the data. These measurements

are important since the q
2 distributions of these de-

cays are very di↵erent from each other, as shown in
Fig. 17 (f).

• Clean B ! D
⇤+

D
0(! K

�
⇡

+
⇡

�
⇡

+)X and B !
D

⇤+
D

�(! K
�

⇡
+
⇡

�)X samples selected by ex-
plicitly reconstructing the D

0 and D
� mesons.

These samples are used to monitor and understand
the non-D+

s
background composition.

A three-dimensional binned maximum likelihood fit to
q
2, the BDT output, and the decay time of the recon-

structed ⌧ is performed to determine the signal and back-
ground yields. The calculation of q

2 relies on the B mo-
mentum determination described in Sec. III.C.2. The
decay time of the reconstructed ⌧ , t⌧ , is computed from
its flight distance and momentum obtained by the par-
tial kinematic reconstruction. This variable is useful to
separate ⌧ from D

� decays, since the lifetime of the D
�

meson is 3.5 times longer than that of the ⌧ lepton. The
fit results for the LHC Run 1 data sample, correspond-
ing to a luminosity of 3 fb�1, are displayed in Fig. 18.
An interesting feature of this method compared to the
muonic-⌧ measurement is that the highest BDT output
bin provides a fairly clean sample of signal decays with a
purity of about 40%.

As shown in Table XII, the uncertainties related to
the double-charm background and the limited size of the
simulated samples are the dominant systematic uncer-
tainties in this measurement. The uncertainties due to
the limited knwoledge of external branching fractions in
Eq. (53), currently 4.6%, are worth mentioning because,
unlike many of the other systematic uncertainties, these

Flight distance kills 
prompt background

Remaining bkg 
measured in 

dedicated 
control samples

Reconstruction

RD* = 0.247 ± 0.015(stat.) ± 0.015(syst.) ± 0.012(ext.)
†ext . referring to external ℬ

[arXiv:2305.01463]
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Primarily 
data driven

Table 1: Relative uncertainties in percent for the 2022 muonic R(D(⇤)) measurement by LHCb.

Uncert. [%]

Contribution R(D⇤) R(D0)

Simulated sample size 5.3 10.2

DD bkg. shape 2.8 7.3

B ! D⇤⇤(`�/⌧�)⌫ FFs 2.8 2.7

Signal/norm. FFs 2.5 4.8

Misidentified µ bkg. 2.5 2.7

Baryonic bkg. 2.5 2.7

DD bkg. model 2.1 1.6

B ! D⇤⇤
s `�⌫ model 2.1 5.4

Total systematic 8.5 15.0

Total statistical 6.4 13.6

Total 10.7 20.2

Table 2: Relative uncertainties in percent for the 2015 muonic R(D⇤) measurement by LHCb.

Contribution Uncert. [%]

Simulated sample size 6.2

Misidentified µ bkg. 4.8

B ! D⇤⇤(`�/⌧�)⌫ bkg. 2.1

Signal/norm. FFs 1.9

Hardware trigger 1.8

DD bkg. 1.5

MC/data correction 1.2

Combinatorial bkg. 0.9

PID 0.9

Total systematic 8.9

Total statistical 8.0

Total 12.0

1

FastSim gives a factor of 8×, which covers Run 2 stats 
Hopefully will scale with data beyond Run 2, but it will require 
faster FastSim, faster hardware progress, or more restrictive 
generator cuts

May be able to 
reduce but on a 
case-by-case basis

Note that less than half of the systematic uncertainty is 
multiplicative, so the majority does not scale with central value

Expect to reduce uncertainties with 
larger data samples, probably with a 

0.5-3% systematics floor

arXiv:2302.02886, submitted to Phys. Rev. Lett. 
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Primarily 
data driven

Table 1: Relative uncertainties in percent for the 2022 muonic R(D(⇤)) measurement by LHCb.

Uncert. [%]

Contribution R(D⇤) R(D0)

Simulated sample size 5.3 10.2

DD bkg. shape 2.8 7.3

B ! D⇤⇤(`�/⌧�)⌫ FFs 2.8 2.7

Signal/norm. FFs 2.5 4.8

Misidentified µ bkg. 2.5 2.7

Baryonic bkg. 2.5 2.7

DD bkg. model 2.1 1.6

B ! D⇤⇤
s `�⌫ model 2.1 5.4

Total systematic 8.5 15.0

Total statistical 6.4 13.6

Total 10.7 20.2

Table 2: Relative uncertainties in percent for the 2015 muonic R(D⇤) measurement by LHCb.

Contribution Uncert. [%]

Simulated sample size 6.2

Misidentified µ bkg. 4.8

B ! D⇤⇤(`�/⌧�)⌫ bkg. 2.1

Signal/norm. FFs 1.9

Hardware trigger 1.8

DD bkg. 1.5

MC/data correction 1.2

Combinatorial bkg. 0.9

PID 0.9

Total systematic 8.9

Total statistical 8.0

Total 12.0

1

FastSim gives a factor of 8×, which covers Run 2 stats 
Hopefully will scale with data beyond Run 2, but it will require 
faster FastSim, faster hardware progress, or more restrictive 
generator cuts

May be able to 
reduce but on a 
case-by-case basis

Note that less than half of the systematic uncertainty is 
multiplicative, so the majority does not scale with central value

Expect to reduce uncertainties with 
larger data samples, probably with a 

0.5-3% systematics floor
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✦ First  at Belle. 
➡ Signal extraction, two-dimensional binned 

likelihood fit to calorimeter energy from rest 
of event and  

➡ Consistent with SM and previous 
measurements. 

➡ Uncertainties comparable to those of Belle. 
Dominant systematics from MC statistics. 

➡ Future measurement as a function of 
angular distribution and q2. 

➡ Overall picture: tension with SM remains!

RD*

m2
miss

 hadronic in Belle IIRD*
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Belle II: LFU

Chunhui Chen, Iowa State University LP2023, July 17-21, 2023
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See more details in K.Kojima’s talk at LP2023
https://indico.cern.ch/event/1114856/sessions/457254/#20230718

Ø Belle II preliminary:  189	fb9:data

Ø Consistent with SM prediction and HFLAV 
Average due to large uncertainties 
(dominant systematic due to MC statistics 
and OECL can be reduced with more data)

Ø Slightly increase the deviation above the 
SM: 3.2J → 3.3J 

Ø Future measurement as a function of C2 
and angular distributions
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189 fb-1 of data

First R(D*) result from Belle II
Uncertainties comparable with those of 
Belle using a 3.5x larger sample 
(dominant syst due to MC stat 
and extra cluster energy determination)

Consistent with SM prediction 
and HFLAV average 
Future measurement as function
of q2 and angular distribution

Summary

2023/07/18 K. Kojima (on behalf of the Belle II Collaboration) / Lepton Photon 2023

• Semileptonic ! decays allow to determine the CKM matrix elements, |#!"| and |##"|.
~3Y discrepancy between the exclusive and inclusive determination limits our 
understanding of these fundamental parameters.

• > 3Y excess from the SM is observed in lepton universality tests in semileptonic ! decays.
Belle II performed two measurements for tests of the lepton flavor universality.

A new unique measurement of a complementary set of 
angular asymmetries: ΔcN=, /&, /O, /P, /L

Consistent with the SM expectation 

New P K∗ result from the Belle II data
P K∗ = 0.267 (...&L

,...'* stat. (...&&
,...)M syst.

Consistent with both the HFLAV average and the SM expectation
3.2Y → 3.3Y excess

New
for

LP2023

Belle II probes the discrepancy on independent data sets with improved experimental tools.
We reported |#!"| and |##"| with six channels.
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[CKM talk]

https://indico.cern.ch/event/1184945/contributions/5435448/attachments/2715960/4717374/CKM2023%20Kowalewksi%20LFU%20talk.pdf
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R(Xe/μ) = 1.007 ± 0.009 ± 0.019

✦ Alternative to : inclusive ratio 

➡ Novel and theoretically trustworthy alternative. Unique 
at B-factories! Here: Belle II with hadronic tagging. 

➡ First time using both τ/e and τ/µ channels. Complex 
analysis, several reweighting/corrections needed for 
simulated samples. Excellent agreement between 
measurements of the electron and muon channels:

RD(*)

R(X)

48

Measurement of R(X)

● Inclusive ratio R(X) = B(B→Xτν)/B(B→Xlν) provides a unique, theoretically reliable, alternative to 
R(D(*)) measurements

● Analysis using hadronic tagging method
● Measured for the first time at B-factories using both e− and μ−channels  

9

R(Xl1/l2) =
ℬ(B → Xl1νl1)
ℬ(B → Xl2νl2)

, where l1, l2 = τ, μ, e

Measurement of R(X)

10

Complex analysis, requiring multiple corrections/reweighting to simulated samples
Excellent agreement between electron and muon channel measurements:

Combined result  
                                          R(X) = 0.228 ± 0.016(stat) ± 0.036 (syst)
is consistent with SM 0.223±0.006, but also with measurements of R(D(*))

Electrons Muons

See also presentation at EPS

Systematics is largely from data-driven 
corrections in control regions

R(Xτ/l) = 0.228 ± 0.016(stat.) ± 0.036(syst.) R(Xτ/l)SM = 0.223
[arXiv:2207.03432]

[CKM talk]

[arXiv:2301.08266]

➡ Also, first measurement 
of  at Belle II 

➡ Analysis similar to  

➡ Most accurate to date, 
agrees with SM

R(Xe/μ)

R(Xτ/l)

https://arxiv.org/abs/2207.03432
https://indico.cern.ch/event/1184945/contributions/5547026/attachments/2718996/4723403/CKM_2023_Stefkova.pdf
https://arxiv.org/abs/2301.08266
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✦ Measurement of angular asymmetries of B→D*eν and B→D*µν, 
independent LFU test!

B→D*lν angular asymmetries 

49

[arXiv:2308.02023]
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¢A = Aµ ° Ae
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R

L dt = 189 fb°1

wincl.
whigh

wlow
SM

Belle II (2023)
(no tag)

Belle (2023)

Bobeth, et al.
(no tag)

B→D*ℓν  angular asymmetries

12

in W rest frame

-Measurement of angular asymmetries of B→D*eν and B→D*μν
-independent LFU test of light leptons, e and mu
-tension was reported by [Eur. Phys. J. C 81, 984 (2021)]

-Forward-backward asymmetry:

-Measure asymmetries with several angles at the first time by BelleII:
AFB: cosθℓ
S3: cos2χ 
S5: cosχcosθlℓ
S7: cosχcosθν
S9: sinχ cosθν

-Challenge: precise lepton identification

➡ Example of asymmetry 
measured, AFB

➡ Use (again) hadron tag. 
➡ NF and NB taken from missing mass of 

undetected particles in different angular regions. 
➡ Results in agreement with SM.

https://arxiv.org/abs/2308.02023
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✦ Ratio of Bc → J/Ψlν, with l=µ,τ transitions, 
clean prediction in SM (0.26)! 

➡ τ reconstructed through µ decay (3µ in total) 
➡ Main background J/Ψ+hadron misID (h→µ)  
➡  subtracted by simultaneous fit to different 

classifier bins 

➡ First LFU result with b→clν transition in CMS 
➡ Compatible with SM and previous LHCb result

RJ/Ψ

 in  decaysRJ/Ψ B+
c

50

[CMS-PAS-BPH-22-012]

[arXiv:1711.05623]

[arXiv:2007.06956]

where

https://cds.cern.ch/record/2868988
https://arxiv.org/abs/1711.05623
https://arxiv.org/abs/2007.06956
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✦ Example of the power of lepton flavor violating decays, extremely 
suppressed in the SM, so clear BSM evidence if observed 

➡ Latest results, from CMS. Two potential sources of τ leptons: Heavy Flavours 
(HF) (more stats, less clean), and W boson decays (opposite) 

➡ Categorisation of candidates based on year, mass resolution, classifier

τ → μμμ

51

[CMS-PAS-BPH-21-005]
➡ Result achieved: 

➡ Compatible with world best from Belle 

ℬ(τ → μμμ) < 2.1 ⋅ 10−8 at 90 % CL

ℬ(τ → μμμ) < 2.9 ⋅ 10−8 at 90 % CL

[Phys.Lett.B 687 (2010) 139-143]

https://cds.cern.ch/record/2860087
https://www.sciencedirect.com/science/article/abs/pii/S0370269310003576?via=ihub
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Overview
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✦ The LHC has discovered 72 new hadrons! (+ the Higgs 
boson) 

➡ These go beyond simple quark model, e.g., tetra and penta-quarks!

https://www.nikhef.nl/~pkoppenb/particles.html
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 baryonsΞ(*)0/−
b (bsq)
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✦ The LHC has discovered 72 new hadrons! (+ the Higgs 
boson) 

➡ These go beyond simple quark model, e.g., tetra and penta-quarks!

https://www.nikhef.nl/~pkoppenb/particles.html
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✦ Study through the  decay mode, up to 9 tracks involved!Ξ0/−
b ππ

 baryonsΞ(*)0/−
b (bsq)
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[arXiv:2307.13399]

Confirmation Observation Observation

https://arxiv.org/abs/2307.13399
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Tetraquarks
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✦ The LHC has discovered 72 new hadrons! (+ the Higgs 
boson) 

➡ These go beyond simple quark model, e.g., tetra and penta-quarks!

https://www.nikhef.nl/~pkoppenb/particles.html
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✦ X(3960) potential new tetraquark, 
would correspond to Tθ

ψϕ [cc̄ss̄]

Tetraquarks

58

[arXiv:2210.15153]

✦ New resonant structure, 
candidate for  Tθ

ψs1(4000)0 [cc̄ds̄]

[arXiv:2301.04899]

B0 → J/ΨϕK0
S

B+ → J/ΨϕK+

https://arxiv.org/abs/2210.15153
https://cds.cern.ch/record/2814506/files/2206.15233.pdf
https://arxiv.org/abs/2301.04899
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Pentaquarks
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✦ The LHC has discovered 72 new hadrons! (+ the Higgs 
boson) 

➡ These go beyond simple quark model, e.g., tetra and penta-quarks!

https://www.nikhef.nl/~pkoppenb/particles.html
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✦ First pentaquark with strangeness: 
 

➡ Found through amplitude analysis of 
 decays, with LHCb Run 2 

dataset

PΛ
ψs(4338)0 [cc̄uds]

B− → J/ΨΛp̄

Pentaquarks

60

[arXiv:2210.10346]

m(B−) = (5279.44 ± 0.05(stat.) ± 0.07(syst.)) MeV

➡ As a bonus, most 
precise 
measurement of the 
B- meson mass 
achieved (Q of 
decay very small): 

https://arxiv.org/abs/2210.10346
https://cds.cern.ch/record/2814506/files/2206.15233.pdf
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✦ New structures in the di-J/Ψ  spectrum observed by LHCb, CMS and 
ATLAS  

➡ More refined analysis required to clearly determine their nature! One or 
several structures? Widths? Interference? 

Di-J/Ψ puzzle 

61

[arXiv:2006.16957] [arXiv:2306.07164] [arXiv:2304.08962]

https://arxiv.org/abs/2006.16957
http://www.apple.com/es
https://arxiv.org/abs/2304.08962
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✦ A hypertriton is a neutron, proton, and hyperon bound 
state.  

➡ Study important for neutron star and QCD. 

Hypertriton 3
ΛH

62

➡ Reconstructed with  decays in pp collisions (Run 2). 
➡ Uses drift time and ionization energy in silicon trackers. Large 

signals are left by doubly charged 3He nuclei.

3
ΛH →3 Heπ

[LHCb-CONF-2023-002]

https://cds.cern.ch/record/2868251
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✦ Huge amount of data ahead of us to continue doing good physics 
➡ Complementarity not only between LHCb and Belle II, but also with ATLAS 

and CMS. Differences provided by different machines! 
➡ In any case, existing overlap allows for cross-checks. 
➡ Also, big challenges to be faced, commissioning a new detector requires 

patience! (We know at LHCb and Belle II)

Looking at next decades

64

Run 1

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2051...2032 2033 2034 2035 2039

LS1 Run2 LS2 Run3 LS3

2028 2029 2030 2031 2038 2040

CEPC

FCC-ee

Run4 LS4 Run5

Large Hadron Collider (LHC) High Luminosity LHC (HL-LHC)

SuperKEKB

7 TeV 8 TeV 13 TeV 13.6 TeV 14 TeV

LHCb

ATLAS/CMS
9 fb–1

190 fb–1

35 fb–1

450 fb–1

300 fb–1

3000 fb–1
GPD

LS1 LS2

Belle II 400 fb–1 7 ab–1 50 ab–1

BEPCII

BESIII
3 fb–1 @ √s = 3.773 GeV 
3 fb–1 @ √s = 4.178 GeV 
3 fb–1 @ √s = 4.64 GeV

20 fb–1 @ √s = 3.773 GeV 
6 fb–1 @ √s = 4.178 GeV 
5 fb–1 @ √s = 4.64 GeV

STCF

1 ab–1 @ √s = 3.773 GeV 
…

Upgrade I Upgrade Ib Upgrade II

Figure 1: Timelines of the main experiments performing precision measurements on rare b and c processes. The integrated
luminosities already collected and expected are taken from Refs. [51–53]. FCC-ee is placed in the same row of the LHC
timeline since this project can limit the lifetime of the LHC datataking. CEPC collider expected timeline is taken from
Ref. [54]. BESIII experiment timeline and future tau-charm factory timelines relevant for the charm physics program are
taken from Ref. [55] and Ref. [56] respectively.

9

[arXiv:2206.11331]

https://arxiv.org/abs/2206.11331
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Future sensitivities…

65

[LHCb Upgrade II FTDR (LHCb-TDR-023)][arXiv:2203.11349]

http://cdsweb.cern.ch/record/2776420?ln=en
https://arxiv.org/abs/2203.11349
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A graphical example

66
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[arXiv:1812.07638]

https://arxiv.org/abs/1812.07638?
http://www.apple.com/es
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A graphical example
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Details on B+ → K+νν
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Closure test: recover 
expected !ℬ(B+ → π+K0)
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✦ Most precise τ mass measurement! 
➡ Lots of τ pairs, with almost no background contamination.

τ mass at Belle II

74

[arXiv:2305.19116]

τ-lepton mass

● Large samples of τ pairs with small background contamination
● Measure mⲧ using τ+ →π+π−π+ντ decays with a “pseudomass method”, using beam energy 

constraints and assuming that neutrino is collinear with the three pions direction
● Requires excellent understanding of the momentum scale as well as the beam energy

             mτ = 1777.09 ± 0.08 (stat) ± 0.11 (syst) MeV/c2 

● World’s most precise measurement to date 7

Phys. Rev. D 108, 032006

Other τ results presented at EPS 

τ-lepton mass

● Large samples of τ pairs with small background contamination
● Measure mⲧ using τ+ →π+π−π+ντ decays with a “pseudomass method”, using beam energy 

constraints and assuming that neutrino is collinear with the three pions direction
● Requires excellent understanding of the momentum scale as well as the beam energy

             mτ = 1777.09 ± 0.08 (stat) ± 0.11 (syst) MeV/c2 

● World’s most precise measurement to date 7

Phys. Rev. D 108, 032006

Other τ results presented at EPS 

➡ Measure mτ using "pseudomass method" 
with τ→πππν decays, beam energy 
constraints, and the assumption that the 
neutrino is collinear with the direction of 
the three pions. 

➡ Requires a thorough comprehension of 
both the beam energy and the 
momentum scale.

https://arxiv.org/abs/2305.19116
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Figure 10. p-value as a function of (left) φ3 and (right) rDK
B calculated using the methods described

in ref. [53].
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Figure 11. Two-dimensional confidence regions at the (inner curve) 68% and (outer curve) 95%,
obtained for (left) φ3 − rDK

B and (right) φ3 − δDK
B using the methods described in ref. [53]. Note

the suppressed zeroes on the vertical scales.

The statistical confidence intervals for φ3 and rDK
B are illustrated in figure 10, while figure 11

shows the two-dimensional statistical confidence regions obtained for the (φ3, rDK
B ) and

(φ3, δB) parameter combinations. Figure 12 shows the two-dimensional statistical confidence
region obtained for the (δDπ

B , rDπ
B ) parameter combination; the 95% confidence region is

compatible with the most precise values of these parameters reported [54]. The φ3 result is
consistent with the previous Belle analysis [20] but the statistical precision on φ3 is improved
from 15◦ due to improved K0

S selection and background suppression. The uncertainty related
to strong-phase inputs has also decreased from 4◦ because of the new measurements reported
by the BESIII collaboration [16, 17]. Furthermore, the experimental systematic uncertainty
is decreased from 4◦ primarily from the improved background suppression and the use of
the B+ → Dπ+ sample to determine the acceptance.
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Belle 2 starting to produce results in combination with Belle data

BPGGZW analysis of
($ → @)ℎ$ , with @) → 3"ℎ$ℎ%

0 20 40 60 80 100 120 140 160 180
]°[

3
φ

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 
- C

.L
.

Belle + Belle II
-1 L dt = (711 + 189) fb∫

0 0.1 0.2 0.3 0.4 0.5 0.6
Br

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 
- C

.L
.

Belle + Belle II
-1 L dt = (711 + 189) fb∫

Figure 7. p-values (1 � CL) as functions of �3 (left) and rB (right). The dashed horizontal line
shows the 68.3% CL, and the dash-dotted line shows the 95.4% CL.

A Correlation matrices

Table 4 and 5 list the statistical and systematic correlation matrices for ACP± and RCP±.
We vary every fixed parameter randomly by Gaussian distribution for thousand times. We
repeat the fit with the varied values for every fixed parameter, which can result in Gaussian-
like distributions of the measured observables. The correlations are calculated by using
those Gaussian-like distributions. These correlation matrices are used in the extraction of
�3, �B and rB.

Table 4. Statistical correlation matrix of measured observables.

RCP+ RCP� ACP+ ACP�
RCP+ 1 �0.081 0.060 0.000
RCP� 1 0.000 0.056
ACP+ 1 0.000
ACP� 1

Table 5. Systematic correlation matrix of measured observables.

RCP+ RCP� ACP+ ACP�
RCP+ 1 �0.063 0.342 0.005

RCP� 1 �0.128 �0.490

ACP+ 1 0.542

ACP� 1

– 16 –

JHEP 02 (2022) 063 

stat syst ext

GLW analysis of ($ → @,-3±

arxiv: 2308.0504890 % CL
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✦ Very active area, new results across different experiments 
➡ Complementarity in decay channels and methods (e.g. most recent results)

More γ at Belle

75

Analysis of   
@Belle II + Belle

B+ → DCPK+
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The statistical confidence intervals for φ3 and rDK
B are illustrated in figure 10, while figure 11

shows the two-dimensional statistical confidence regions obtained for the (φ3, rDK
B ) and

(φ3, δB) parameter combinations. Figure 12 shows the two-dimensional statistical confidence
region obtained for the (δDπ

B , rDπ
B ) parameter combination; the 95% confidence region is

compatible with the most precise values of these parameters reported [54]. The φ3 result is
consistent with the previous Belle analysis [20] but the statistical precision on φ3 is improved
from 15◦ due to improved K0

S selection and background suppression. The uncertainty related
to strong-phase inputs has also decreased from 4◦ because of the new measurements reported
by the BESIII collaboration [16, 17]. Furthermore, the experimental systematic uncertainty
is decreased from 4◦ primarily from the improved background suppression and the use of
the B+ → Dπ+ sample to determine the acceptance.
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A Correlation matrices

Table 4 and 5 list the statistical and systematic correlation matrices for ACP± and RCP±.
We vary every fixed parameter randomly by Gaussian distribution for thousand times. We
repeat the fit with the varied values for every fixed parameter, which can result in Gaussian-
like distributions of the measured observables. The correlations are calculated by using
those Gaussian-like distributions. These correlation matrices are used in the extraction of
�3, �B and rB.

Table 4. Statistical correlation matrix of measured observables.

RCP+ RCP� ACP+ ACP�
RCP+ 1 �0.081 0.060 0.000
RCP� 1 0.000 0.056
ACP+ 1 0.000
ACP� 1

Table 5. Systematic correlation matrix of measured observables.

RCP+ RCP� ACP+ ACP�
RCP+ 1 �0.063 0.342 0.005

RCP� 1 �0.128 �0.490

ACP+ 1 0.542

ACP� 1
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[arXiv:2308.05048]

https://arxiv.org/abs/2308.05048
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✦ b→sγ transition-governed decays allow for the investigation of a 
separate group of operators compared to leptonic decays 

➡ Synergy between Belle II (cleaner environment, inclusive measurements) 
and LHCb (huge statistics, access to b baryons). Most recent examples:

More radiative decays at Belle II

76

Photon-energy spectrum in 
inclusive B→Xsγ decays

[arXiv:2210.10220]

https://arxiv.org/abs/2210.10220

