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https://arxiv.org/abs/2305.10515

The LHCb data-flow

e Thedataflow generated from the LHCb detector currently reaches 5 TB/s.
e Before storage, this rate is reduced by a factor 400 with the trigger system.

e Real Time Analysis approach: full event reconstruction and selection of specific signals of interest enabled
by a quasi-real-time alignment and calibration.
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The first level trigger

e CUDA framework, named Allen, run on GPUs that process the entirety of the LHCb raw data at 30 MHz
e Reducetheinputrate by afactor 30 to ~1 MHz

e Perform apartial event reconstruction and selection of broad physics signatures

— First complete high-throughput GPU trigger for a HEP experiment!
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The first level trigger

Why GPUs?

e Allow to parallelize the reconstruction
per event and per track

e Dataacquisition system: receives data
from sub-detectors and groups it into
events (event building)

e Event building PCs can host three GPUs
each 32 Tb/s
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0O(250) Nvidia RTX A5000 GPUs A
32 Th/s
Y

GeForce RTX 3090 (GPU)

RTX A6000 (GPU)

RTX A5000 (GPU) 170 kHz
GeForce RTX 2080 Ti (GPU)
AMD MI100 (GPU) o
2 X AMD EPYC 7502 (cpu)-
LHCb 2021
Allen'vir7
2 x Intel Xeon E5-2630 v4 (CPU)
20 40 60 80 100 120 140 160 180 200 220 240

Allen throughput (kHz)

SciFi

HEREREEN

RICH

ut

| Velo

I I

~2000 full-duplex

11000x half-duplex DAQ links (Versatile Link / GBT @ 4.8G, 300 m) control links
i l (Versatile Link)

v

Experiment
Control
System

(ECS)

122222 HHHHHHl

Timing
and Fast
Commands
(TFC)

Event Builder
Network
(InfiniBand 200G)

~170 servers: DAQ + event builder + event filter first pass (~340 GPGPUs)



HLT1 sequence

Reconstruction:
e Tracking with ,UT and SciFi

e PID with the Muon stations and CALO
Event selection:

e Specific trigger lines
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HLT1 performance

Tracking
e Maintained performance from Run 2

e Track reconstruction efficiency >99% for VELO, 95%
for high-p forward tracks
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Alignment and Calibration

e Provides the most accurate alignment and calibration parameters of the sub-detectors
e Allows an offline quality reconstruction in HLT2

e Designed to maximise the physics reach and analysis flexibility — FULL stream allows for offline recalibration
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Alighment and Calibration

Needs a track sample crossing
all its modules

Accounts for the opening and
closing of the VELO

Done within few minutes
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Alignment and Calibration

First results for Run 3:

LHCb preliminary 2022
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The second level trigger

e Processes data from a 30 PB disk buffer that allows for real-time alighment and calibration
e Performs a full offline-quality reconstruction and selection of physics signatures
e RuninO(4000) CPU servers

e Selected events are optimally stored using streams, save only relevant information from reconstructed
events
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HLT2 reconstruction throughput rate

The second level trigger

Reconstruction

e Charged particle pattern recognition: Tracking with

VELO, UT and SciFi

e Kalman fit: Achieve best accuracy and precision of

tracks with a Kalman filter based algorithm
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Calorimeter reconstruction: ECAL cluster
reconstruction and track matching

Particle identification: using RICH1, RICH2, ECAL
and Muon sub-detectors
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The second level trigger

Selections

e 0O(1000) selection algorithms tuned for particular

signal topologies of physics analysis

e  Using multivariate or Al models
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Summary

Current technology does not allow all LHCb
proton-proton collision data to be stored and analyzed

LHCDb has a unique approach to real-time data
processing

RTA processes 5 TB/s and reduces it to 10 GB/s to
permanent storage

Succeed to run the first complete high-throughput GPU
trigger in HLT1

Long journey ahead for Run 3 and beyond!
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Thank you!

Any questions?
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