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The Consortium

• Chartered December 2004
– The vision of the Open Science Grid Consortium 

(OSG) is one of a persistent national grid 
infrastructure for large scale US science: the 
Open Science Grid.

• Founding members
– ANL, BNL, CCR SUNY-Buffalo, FNAL, JLab, LBNL, 

SLAC,  US Atlas, BaBar, BTeV, CDF, US CMS, D0, 
GRASE, LIGO, SDSS, STAR, US Atlas s&c, US 
CMS s&c, Condor, Globus, PPDG-Common, SRM, 
VDT, Griphyn, iVDGL, PPDG
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The Project
6 mo. into 5 year funding from NSF & DOE at ~ $5M/yr
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External Projects Contributing to OSG, 
represented on the Executive Board

under discussionInternet2
under discussionESNET

Jenny SchopfCenter for Enabling Distributed Petascale Science (CEDPS)

Michael Ernst, Ian Fisk, U.S. LHC + US representation to the WLCG
Frank LingenUltraLight/advanced networks
Gabriele GarzoglioOSG Privilege/Authorization
Philippe CanalOSG Accounting
Patrick BradyLIGO Physics and the Information Frontier

Alex SimDisk Resource Manager (DRM)
Frank WürthweinData Intensive Science University Network(DISUN)
Patrick FuhrmanndCache
Todd TannenbaumCondor

Dan FraserCommunity Driven Improvement of Globus Software 
(CDIGS)/Globus
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Partners
The OSG works actively with partners -- including grid and network 

organizations as well as international, national, regional and campus 
grids -- to create a grid infrastructure that spans the globe.
– Data Intensive Science University Network (DISUN)
– Enabling Grids for E-SciencE (EGEE)
– Grid Laboratory of Wisconsin (GLOW)
– Grid Operations Center at Indiana University
– Grid Research and Education Group at Iowa (GROW)
– Nordic Data Grid Facility (NorduGrid)
– Northwest Indiana Computational Grid (NWICG)
– TeraGrid
– Texas Internet Grid for Research and Education  (TIGRE)
– TWGrid (from Academica Sinica Grid Computing)
– Worldwide LHC Computing Grid Collaboration (WLCG)

• Discussion at recent all hands meeting with DOSAR, NYSGrid, DES, 
GIN/Pragma
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The Grid

• The Users
– VOs

• The Facility
– Operations

• interface to sites and support centers
– Software
– Integration
– Troubleshooting
– Integrated Security
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It takes VOs to make OSG work!
cdf Collider Detector at Fermilab
cms Compact Muon Solenoid

compbiogrid CompBioGrid
des Dark Energy Survey

dosar Distributed Organization for Scientific and Academic Research
dzero D0 Experiment at Fermilab

engage Engagement
fermilab Fermi National Accelerator Center

fmri Functional Magnetic Resonance Imaging
gadu Genome Analysis and Database Update
glow Grid Laboratory of Wisconsin
gpn Great Plains Network

grase Group Researching Advances in Software Engineering
gridex Grid Exerciser (GEx)

grow Grid Research and Education Group at Iowa
gugrid Georgetown University Grid

i2u2 Interactions in Understanding the Universe Initiative
ligo Laser Interferometer Gravitational-Wave Observatory

mariachi Mixed Apparatus for Radar Investigation . . .
nanohub nanoHUB Network for Computational Nanotechnology (NCN)
nwicg Northwest Indiana Computational Grid
osg Open Science Grid

osgedu OSG Education Activity
sbgrid Structural Biology Grid

sdss Sloan Digital Sky Survey
star Solenoidal Tracker at RHIC

usatlas United States ATLAS Collaboration
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Distributed Operations

• Grid Operations Center at IU
• Support Centers for all VOs, sites, services
• Ticket tracking and routing
• Metrics
• Security processes
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OSG Middleware
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Core grid technology distributions: 
Condor, Globus, Myproxy: shared with TeraGrid and 

others

Virtual Data Toolkit (VDT) 
core technologies + software needed by 

stakeholders:many components shared with EGEE 

OSG Release Cache:
OSG specific configurations, utilities etc.

User Science Codes and Interfaces

Existing Operating, Batch systems and Utilities. 

HEP
Data and workflow 
management etc

Biology
Portals, 

databases etc
Astrophysics

Data replication etc

VO Middleware
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Integration
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Troubleshooting

Charles Bacon, Lisa Childers, 
AnandPadmanabhan, 

SuchandraThapa, ShaowenWang
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What’s New in OSG 0.6

• Gratia – accounting system
• CEMon – aids resource selection
• Increasing emphasis on storage elements

– but still no SEInstallGuide
• Squid (web proxy caching service, optional)
• See full documentation at

https://twiki.grid.iu.edu/twiki/bin/view/ReleaseDocumentation/DocumentationTable
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MonAlisa has been 
used to get an 
accounting-like view.

Gratia will provide 
the accurate 
resource usage 
accounting.
Still some issues to 
work out.

http://gratia-osg.fnal.gov:8880/gratia-reporting/
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CEMon/ReSS
https://twiki.grid.iu.edu/twiki/bin/view/ResourceSelection/
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The Plans (The Process)

• Next release (OSG 0.8) expected Sept. 2007
– VOMRS

• Registration service, can be used with VOMS
– Condor NFS Lite Jobmanager

• No shared FS between CE and WN
– dCache
– New DRM (Java version, BeStMan)
– Various VDT improvements
– Final contents depends on user requirements and 

effort
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Longer Term – Extensions & 
Contributing Projects

• Panda for general OSG users
• Work with CEDPS

– Center for Enabling Distributed Petascale Science
– integrate logging/troubleshooting tools

• syslog-ng entering ITB now
– Storage management/data placement
– Scalable Services (Globus Workspaces)
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Panda Dashboard
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CEDPS Logging



5 April 2006 D. Olson, OSG for DOSAR Workshop 20

The Conclusion

• OSG is 
– open to collaboration, participation, cooperation 

(as you know).
– driven by community stakeholder needs.
– managed as a project with schedules, milestones, 

reporting
– dedicated to achieving production national grid 

infrastructure for science.


