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Recent years have witnessed the enormous success of the transformer models in various research fields in-
cluding Natural Language Processing, Computational Vision as well as natural science territory. In the HEP
community, models with transformer backbones have shown their power in jet tagging tasks. However,
despite the impressive performance, transformer-based models are often large and computational heavily, re-
sulting in low inference speeds. In this talk, I will discuss the preliminary results of our effort in accelerating
the transformer models in the context of FastML.
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