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Nanosecond machine learning event classification with
boosted decision trees in FPGA for high energy physics
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AsstracT: We present a novel implementation of classification using the machine learning/artificial
intelligence method called boosted decision trees (BDT) on field programmable gate arrays (FPGA).
The firmware implementation of binary classification requiring 100 training trees with a maximum
depth of 4 using four input variables gives a latency value of about 10 ns, independent of the clock
speed from 100 to 320 MHz in our setup. The low timing values are achieved by restructuring the
BDT layout and reconfiguring its parameters. The FPGA resource utilization is also kept low at
a range from 0.01% to 0.2% in our setup. A software package called FwXMacHINA achieves this
implementation. Our intended user is an expert in custom electronics-based trigger systems in high
energy physics experiments or anyone that needs decisions at the lowest latency values for real-time
event classification. Two problems from high energy physics are considered, in the separation of
electrons vs. photons and in the selection of vector boson fusion-produced Higgs bosons vs. the
rejection of the multijet processes.

Keyworps: Digital electronic circuits; Trigger algorithms; Trigger concepts and systems (hardware
and software); Data reduction methods
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Nanosecond machine learning regression with deep
boosted decision trees in FPGA for high energy physics
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AssTrACT: We present a novel application of the machine learning / artificial intelligence method
called boosted decision trees to estimate physical quantities on field programmable gate arrays
(FPGA). The software package FwXmMacHINA features a new architecture called parallel decision
paths that allows for deep decision trees with arbitrary number of input variables. It also features a
new optimization scheme to use different numbers of bits for each input variable, which produces op-
timal physics results and ultraefficient FPGA resource utilization. Problems in high energy physics
of proton collisions at the Large Hadron Collider (LHC) are considered. Estimation of missing
transverse momentum (E.‘ll““) at the first level trigger system at the High Luminosity LHC (HL-LHC)
experiments, with a simplified detector modeled by Delphes, is used to benchmark and characterize
the firmware performance. The firmware implementation with a maximum depth of up to 10 using
eight input variables of 16-bit precision gives a latency value of O(10) ns, independent of the clock
speed, and O(0.1)% of the available FPGA resources without using digital signal processors.

Keyworps: Data reduction methods; Digital electronic circuits; Trigger algorithms; Trigger con-
cepts and systems (hardware and software)
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Nanosecond anomaly detection with decision trees for high
energy physics and real-time application to exotic Higgs
decays
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Abstract

‘We present a novel implementation of the artificial intelligence autoencoding algorithm, used
as an ultrafast and ultraefficient anomaly detector, built with a forest of deep decision trees on
FPGA, field programmable gate arrays. Scenarios at the Large Hadron Collider at CERN are
considered, for which the autoencoder is trained using known physical processes of the Standard
Model. The design is then deployed in real-time trigger systems for anomaly detection of new
unknown physical processes, such as the detection of exotic Higgs decays, on events that fail
conventional threshold-based algorithms. The inference is made within a latency value of 25 ns,
the time between successive collisions at the Large Hadron Collider, at percent-level resource
usage. Our method offers anomaly detection at the lowest latency values for edge Al users with
tight resource constraints.

Keywords: Data processing methods, Data reduction methods, Digital electronic circuits, Trigger
algorithms, and Trigger concepts and systems (hardware and software).
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¢ Partial dat TB
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e.g., Xilinx Virtex US+ Trigger  § Read-Out
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* FWX a5
100 kHz = 150 —
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Note ML latency must fit Trigger (HLT)
between various pre- Event data
and post-processing,
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creation from raw data
S N
SkHz=2 —
sec

1
Modeled after https://cern.ch/twiki/pub/AtlasPublic/ApprovedPlotsDAQ/tdag-run3-schematic-withoutF TK. pdf .
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Diagram from Tang et al., IEEE Trans. on Nucl. Sci. 70, 9 (2023)
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 Neural Network

Popular Been around HEP since the 80s!
Depth Challenging, so ~3 on FPGA?2
Score y=0M - x+ b)

= .

Activation  Multiplication

Decision Tree

Popular Discovered the Higgs!s
Depth Challenging, so 4 to 8 on FPGA#45.6
Score y = O(x < threshold)

= 4

Stepfn  Comparison

« FwWX Decision Tree

Physics Comparable results vs. NN on FPGA
Fleat-Hixed Bit integer — bit shifts — efficient
Optimized Parallelize — one step — low latency
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Standard FWX design

» (General
Training Use TMVA or equivalent

decision tree vi

Design Threshold comparisons
Challenge Evaluate layers sequentially

%

c FWXVT >

Key design Evaluate cuts in parallel Xo

Benefit Each cut is indpd'’t
— Bin search on a grid
— Bit shift to speed-up

Limitations Does not scale well w/
tree depth & # variables

Follow-up Led to v2 design

Hong et al., JINST 16, P08016 (2021)
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° | m p rove FWXV 1 Standard FWX Sgsign

decision tree

Challenge Does not scale well w/
tree depth & # variables

Cut redundancy 2P

¢« FWXV2 a

Key design Evaluate decision paths
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= For anomaly detection

MNIST dataset
for data reconstruction

« Autoencoder

784 8-bit no. One 20-bit no. 784 8-bit no.

Design Goal is to reproduce input
Challenge  Not many training methods "
Re-use FWX engine + distance ecoé Latent "eoe

Firmware block diagram

shows the latent layer that can be skipped or not
¢ FWXA E X X Distance

Benefit Latent data is retrievable, [paain -l e sum |—Data out
but can skip if speed desired T otE
— Direct input-to-output

Training We created in-house method DTE-2d |
based on input-space density
estimation by sample median
b lightning talk by S. Roche ) m—— o

. A Find bin " Bin | Find bin A

Results Comparison vs. hls4ml, see o T

I_’ Iightning talk by S' ROChe Input data Enctder Encoid data Detoder Intermediate Metric

output

Roche et al., https://arxiv.org/abs/2304.03836
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Test samples
Multijet

% VBF H — inv.

m VBF H— 4b

Trained vs.
VBF H — inv.
for all curves

VBF Higgs vs. Multijet e —
& 1§ VBF Fg%g; ;}Zgncttl o FW X &
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5 variables re: 2 VBF jets ¢ 1% F 4 BDT (foar all) Vachina, — / /3
= » inv. BDT (bits, 3 S
31ELD BDT (bit. top 3) w3
BDT, 100 trees, 4 deep S 10°f , im cun (HLLHO e 3
ie] E A cu = 3
. T S ya4L o inv. cut (Run-2 i
VBF Higgs — invisible S 10 E L R 1
X 5[ .
. gF o o comparison 4,
VBF Higgs — 4b, works! 10k S5 o e
10° T I

2x better vs. ATLAS-inspired cuts /

Physics

Timing Latency of 16 ns (5 tick @330 MHz)
Interval of 3 ns (1 tick @330 MHz)

FPGA usage 1% level or smaller >

Hong et al., JINST 16, P08016 (2021)

# bits for inputs
# bits for output
LUT

Flip Flops
BRAM

DSP

Signal efficiency (eg)

16
1%
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el Estimate MET 0 “ e
T@ signal  MET ey
L% process
« Setup
| e

150 200 250 300

Goal Regression MET, see legend (GeV)
Physics Estimate MET at HL-LHC s i
Inputs 8 variables re: MET & rho 8% Vaching,
ML BDT, 10 trees, 8 deep R = Oy 153
Training ME Ttruth T o wer
0.2 /v MET,,
i 7 " Train on VBF H ,+QCD, eval. on 11
O T 5 500
° Fva2 MET, . (GeV)
Physics Sharper turn-on curve # bits for inputs 16
Timing Latency of 65 ns (21 tick @330 MHz) # bits for output 16
Interval of 3 ns (1 tick @330 MHz) LUT 0.55%
FPGA usage 0.1% level or smaller > Flip Flops 0.1%
BRAM 0.1%
DSP 0

Carlson et al., JINST 17, P09039 (2022)
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>\ his4ml family of tools i .

0 5 10 15 20 25 0 0?2 0.4 0.6 0.8 1
E,, energy in the 0" layer (GeV) f,=E,/ E,,, fraction wrt all layers

0.05F

* Setup / g o g I
Physics 4 variables for e vs. y1 )
FWX BDT 100 trees, 4 deep S asramerdopn T o, s,

hisdm| BDT " identical config for BDT

his4mI NN Out-of-the-box config b Bithureh

2.5

wm fivX BDT (8-bit)

Background rejection (1/¢p)
N

o FWXV 1 E s sl NN (fixed <10,5>)
15 -
vs. hlsdml NN Comparable? o
vs. his4ml BDT Same (since identical config) T A R
Resource < 1% for all methods Signal efficiency (es)
Latency FWX’s parallel + no FWX his4ml
) BDT vi NN
clocked operations
# bits (8 (10,5 (10,5
° FWXVZ, FWXAE LUT 0.06% 0.1% 0.3%
v2 vs. all Need to do Flip Flops 0.01% 0.01% 0.1%
. . BRAM 0.1% 0.2% 0
AE vs. hlsdml — lightning talk S. Roch
S. NIS 9 g talk S. Roche DSP 0.03% 0.02% 0
" Latency 10 ns 25 ns 47 ns

Nachman et al., https://data.mendeley.com/datasets/kp3myh3v89/1 _ _ _
2Hong, PIKIMO 11, https://indico.cern.ch/event/1091676/contributions/4639362/ Interval | 1 clock tick | 1 clock tick | 1 clock tick
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