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Behind Generative AI

2

© openAI, Midjourney, 
https://www.blogdumoderateur.com/musiclm-
nouvel-outil-ia-google-generer-musique/
And (Sudhakaran et al 2023)

https://www.blogdumoderateur.com/musiclm-nouvel-outil-ia-google-generer-musique/
https://www.blogdumoderateur.com/musiclm-nouvel-outil-ia-google-generer-musique/


Understanding (Large) Language Models
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(Large) Language Models 

Given a sequence of items 𝑥!, 𝑥", … , 𝑥#$!, what is the probability of the next item 𝑥#?
𝑃 𝑥# 𝑥!, 𝑥", … , 𝑥#$!)

A salad is composed of (Large) Language model

Lettuce  Probability: 0.9

Tomatoes  Probability: 0.85
Corn  Probability: 0.6

Ice cream  Probability: 0.001

...

Principle:
- Modeling the probability of sequences 𝑥!, 𝑥", … , 𝑥_𝑛
- Items may be words, characters, character ngrams, word pieces, etc

Semantics, word representation and latent space

Salad

Lettuce
Tomatoes

Ice cream
Corn Salad     = (0.3, 0.2, 0.45, -0.1, -0.3)

Lettuce   = (0.2, 0.1, 0.38, -0.5, -0.4)
…
Ice cream = (-0.9, -0.3, -0.5, 0.8, 0.7)



(Large) Language Models 

Transformer networks (2017) A encoder-decoder neural network w/:
- About 65M parameters
- Successive feed-forward blocks
- Paralel heads

… That estimates contextual representations of items 
with self-attention

Distinguishing Washington/city from Washington/man(Vaswini et al 2017)



A part of the collection of large language models

A Survey of Large Language Models, Zhao et al, 2023 6



Training and using (large) language models 

Training transformer networks (e.g. GPT)

Back-propagation algorithm:

? Apple?Updating model parameters 
with error predictions
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The importance of data

➜ Quality
• Important part of human annotators in ChatGPT

➜ Type and variety

A Survey of Large Language Models, Zhao et al, 2023



The importance of data

➜ Grounding
• Mixing text and images 

to improve semantics

10Sparks of Artificial General Intelligence: Early experiments with GPT-4, Bubeck et al., 2023

(Zhu et al, 2016)



Large Language Models: interesting properties

➜ Scaling law

Larger Language Models reach good performance level earlier than small language models: 
- fewer optimization steps 

- fewer data points

(Kaplan et al, 2020)
© https://aibusiness.com/companies/nvidia-and-microsoft-build-the-world-s-

largest-530bn-parameter-language-model



Large Language Models: interesting properties

➜ Prompting

➜ Prompt : 
Instruction explicitly expressing 
what is expected

➜ Challenge:
Writing the good prompt
(task, context, expected output …)

➜ Implication: 
Everything is generation

From Thomas Gerald - 2023

Translate this sentence in 
French: « the sun shines »

Output: 
Le soleil brille



Large Language Models: interesting properties

➜ In-context learning
• Learning from examples mentioned in the prompt
• Without fine-tuning of the model

Multimodal few-shot learning with frozen language models, Tsimpoukelli et al. 2021



Large Language Models: interesting properties

1. Language model: general knowledge

2. Adaptation to a new task with fine-tuning

cat dog

Encoder

Pretraining

text

Decoder

words & text
representations

Word prediction; sentence completion; ...

Pretrained Language Model Finetuned Model

Language Model

your
(small)
data

expected
target+

Adapted Language
Model

Massive corpus

= 3%  
   of the corpus

It's raining MASK and PRED
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ChatGPT particular training

➜ Step 1: Causal pre-training

➜ Step 2: Dialogue tracking à Step 3: Response improvement 
with reinforcement learning



More than predicting the next item?

Source : https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html 16

➜ What do large language models learn?
• Grammar, verb conjugation, …
• Knowledge/semantics
• But also… Meta-patterns?



Example of meta-patterns: Chain-of-thought

17Large Language Models are Zero-Shot Reasoners, Kojima et al., 2023



Limitations of Large Language Models
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Faithfulness vs. likelihood

à The relationship to truth
• Predicting the most likely term... ⇒ induces hallucinations

• Likelihood = grammar, concordance of tenses, logical sequences … 

• Off-line information sources

• Bright responses…
And stupid mistakes! (and we can't predict mistakes).
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Should we simply detect a dog?
Is it satisfying to recognize Adèle?



Stability and explanability

à Lack of stability
• Small changes in the prompt: big changes

à Lack of explanability
• What we see: important and most likely words
• What isn't explained: Why does the model answer this? 

Why in the passive rather than the active voice?

• Explanability
• intrinsic, via rule-based systems
• posteriori via heatmaps
• indirect via explicit text generation
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(Engilberge et al, 2018)



Transparency and bias

à Need of transparency
• Open-source code and scientific articles
• Details on the supervision/data 
• Details on how interactions are reused

à Bias in data

21



A question of perception?

➜ Generative AI = possibility to generate fake information (images, texts, …)
➜ Authority actually depends on:

• Type of data: unconsciously, image = truth
• Source: journals, social networks …
• Crowd: number of citations (pagerank), etc…

➜ Anthropomorphism: distinguishing human and machine

Different needs, different contexts for a same behavior: 
next item prediction

« The first person to walk on the Moon was » à Neil Amstrong
« Twinkle twinkle » à little star
« After the ring was destroyed, Frodo Baggings returned to » --> the Shire

© Midjourney



Web business model

➜ Content creator = advertising revenue = visit

➜ In 2013, the introduction of the Google Knowledge Graph has 
significantly reduced wikipedia's audience
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What kind of business model for the sites of tomorrow?

https://www.clubic.com/pro/blog-forum-reseaux-sociaux/wikipedia/actualite-612128-google-knowledge-graph-causerait-baisse-trafic-wikipedia.html
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Thank you for your attention

@LaureSoulier
laure-soulier-18829948

https://pages.isir.upmc.fr/soulier/


