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Free Energy =    Energy     - Entropy

4

Ability to perform physical work Level of organization, information of a system

Industrial Revolution: ±1820 Information Revolution: ±1940 



“It From Bit” 
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E.T. Jaynes
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Entropy is our degree of ignorance about the microscopic degrees of freedom of a system
(same as in AI)



Free Energies in Physics/Chemistry and ML

(Variational Free Energy)

(Boltzmann Distribution)

Physics/chemistry

(Evidence Lower Bound: ELBO)

ML



ML as Nonequilibrium Thermodynamics

Expectation Maximization:

E-step: Update Q to minimize Bound

M-step: Update P(X,Z) to minimize Bound

Nonequilibrium Thermodynamics:

Heat: Relax Q to minimize F

Work: Change H at fixed Q



Generative AI as Nonequilibrium Statistical Mechanics

2015



Example of a VAE: Diffusion Based Models

2021



Generative AI: Images
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Generative AI: Art
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Generative AI: Videos

13“A shot following a hiker through jungle brush.”
“An aerial shot of a mountain landscape.”



Generative AI: Molecules!



Symmetries & Equivariance

• Lead to Special Relativity: electric field = magnetic field.

• Lead to General Relativity: gravity = acceleration.

• Led to Standard Model of elementary particles!

Gravity = Acceleration 

Electricity = Magnetism
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Equivariance

• Equivariance is good for:
• Data efficiency
• Disentangling pose and presence
• Creates easy patterns for next layer

• First appearance in ML: Group CNNs
Cohen & W. ’16, Dieleman et al, ‘16
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Equivariance on manifold Gauge symmetries are needed
to define proper convolutions
on manifolds
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Quantum Error Correction

Build symmetries of toricode + noise channel into decoder
that predicts probabilities of logical qubits given measured syndrome.

Logical qubits

Lo
gical q

u
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Stabelizers



Inference in Graphical Models

Task: e.g. compute marginal:

Belief propagation for inference:



Bethe Approximation to Free Energy

• Variational Free Energy with
• Approximate entropy
• Replace global constraint:

with local constraints: 

Factor graph

Factor:

Variable:



Loopy BP

• Reparameterization of:

• After update 

• Minimizes Bethe Free Energy! 

Loopy BP:

f i



Generalizations: Kikuch Appriximation→ GBP

(top region)

(child regions)

+consistency between all parent-child regions:

(factor times all incoming messages into causal cone of a region)

causal cone



Generalization: EP

• Iterate:
• Compute “Cavity Distribution”

• Insert exact factor and project back to q

• Recompute message  

q(x) is some tractable distribution
that you get by splitting factors.

q(x)



Region Graphs

EP region graph

BP region graph

TreeEP region graph

GBP region graph

Same fixed pints!

Same fixed points!
q

q



Tensor Networks

• T can be vector, matrix, or higher order tensor

• Much like graphical models in ML

• To compute expectations over operators you need 
to contract the tensors (similar to inference in GMs).

• TNs are very good approximations to quantum states if entanglement is limited.

(figures from  )

Physical legs

Hidden legs



Quantum BP

• Replace distributions with density (PSD) matrices

• Factors are now given by PSD tensors:

• Message updates:



QBP

• Simple (trivial) update has same fixed point as QBP (even on loopy graphs).

After convergence, use BP messages 
to transform to canonical (Vidal) gauge:

Isometric tensor



Generalized QBP (QEP)
(disclaimer: not yet tested)

Density Matrix approximated by TN:

Define messages by splitting tensors T into subset of variables:
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Quantum Evolution (or learning)

• Insert Trotterized unitary evolution:

• Recompute new (approximate) tensors T

• Rerun QBP/QEP to equilibrium

• Repeat

• Done for quantum circuit simulation

• It’s nonequilibrium thermodynamics again (in z)!
• Evolution step = M-step = Work-step
• QBP step = E-step = Heat-step



Quantum Field Theory for Deep Learning, A New Particle?

Photon, Gluon, Z/W-Boson, Electron, Muon, Fermion,…



Conclusions
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Deep connection between AI 
and physics: also quantum physics? 

GBP from ML is a great hammer
for tensor network computations
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