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1. Quantum Machine Learning

Quantum model
+

Quantum data
+

Classical training algorithm



2. Generalization

Train with few data → learn patterns → try on new data

⋯ → Succeed on new data! 



3. Why/how generalization?

Really difficult:
Why/How do (Q)ML models generalize?

⋯ → why?

Train with few data → learn patterns → Succeed on new data! 



4. How? Model capacity!

1st attempt:
It has to do with model capacity.

Why/How do (Q)ML models generalize?

“Models should be large enough, but not larger”

“Expressivity”

“Complexity measure”



5. The traditional picture

Caro et al. Quantum 5, 582 (2021)

“Model capacity”

Underfitting
“Model capacity is not large enough”

Overfitting
“Model capacity is too large”

“Error”

“Training error”

“Test error”

“Generalization 
error”



6. Context

1970s – 2010s: Traditional learning theory: model capacity.

Zhang et al. (2016):

“Model capacity cannot explain generalization in Deep Learning”.

2016 - ...: Modern approaches to generalization in classical ML.

2020s: Traditional learning theory applied to QML.

Our work (2023):

“Model capacity cannot explain generalization in current QML”.
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7. Our contribution

Hypothesis:

Generalization has to do with model capacity.

Test:

“Does model capacity explain generalization?”

Results:

“Model capacity cannot explain generalization in current QML”.



8. Experiment
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8. Experiment

Results: “Model capacity cannot explain generalization in current QML”.

How? What if input data and labels are uncorrelated?

Model can fit corrupt
training sets

⇓
bad generalization

Model can fit original
training sets

⇓
good generalization (?)

Model can do both ⇒ model capacity indep of generalization



9. Take-home message

Invitation: Let’s go beyond model capacity!
• Properties of the loss landscape
• Stability/robustness of optimization algorithm
• Shape of the learning curve
• ...

We still don’t know why/how 
QML models generalize.

(So far QML literature only model capacity approach)
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Thank you for your attention!
Understanding QML also requires rethinking generalization

arXiv:2306.13461

@EliesMiqueleliesgilfuster.eu





Quantum phase recognition with QCNN

Learning task: classify ground states of Generalized cluster 
Hamiltonian according to their phase.

𝐻𝐻 𝑗𝑗1, 𝑗𝑗2 = ∑𝑗𝑗=1𝑛𝑛 𝑍𝑍𝑗𝑗 − 𝑗𝑗1𝑋𝑋𝑗𝑗𝑋𝑋𝑗𝑗+1 + 𝑗𝑗2𝑋𝑋𝑗𝑗−1𝑍𝑍𝑗𝑗𝑋𝑋𝑗𝑗+1 .

Ground states 𝜌𝜌 𝑗𝑗1, 𝑗𝑗2 four phases:
I. Symmetry-protected topological
II. Ferromagnetic
III. Anti-ferromagnetic
IV. Trivial

[2306.13461]



Quantum phase recognition with QCNN

Quantum Convolutional Neural Network (QCNN).

• Our quantum model ℱ𝑄𝑄.

• Inspired in classical Deep Learning.
• Convolutional and pooling layers.
• Parameter sharing.
• Translation invariance.
• Exploit local correlations.
• No Barren Plateaus.

[Nat. Phys. 574, 1237 (2019)]



Numerical experiments

Average number of qubits 𝑛𝑛 ∈ 8, 16, 32 .

Random guessing balanced classes
gen 𝑓𝑓 ≈ 0.75

Random guessing unbalanced classes
gen 𝑓𝑓 ≈ 0.6

Message: QCNN can fit random distributions

[2306.13461]



Memorization

[2306.13461]

Theorem (Finite sample expressivity of PQCs– informal). 

Let 𝜌𝜌1, … ,𝜌𝜌𝑁𝑁 be unknown quantum states on 𝑛𝑛 ∈ ℕ qubits,
𝑁𝑁 ∈ 𝒪𝒪 poly 𝑛𝑛 , and fulfilling a distinguishability condition.

Then, we can construct a PQC of depth poly 𝑛𝑛 as a parametrized 
observable ℳ 𝜗𝜗 such that,
for any 𝑦𝑦1, … ,𝑦𝑦𝑁𝑁 ∈ ℝ real labels, we can find parameters 𝜗𝜗𝑦𝑦 fulfilling

tr 𝜌𝜌𝑖𝑖ℳ 𝜗𝜗𝑦𝑦 = 𝑦𝑦𝑖𝑖 .
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