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▪ Quantum Machine Learning : Remarkable progress from diverse research prospectives

▪ Quantum Neural Network : the most general formalism to solve a plethora of problems

→ Model agnostic to the given problem

→ Suffer from non-convex loss landscape and many poor local minima 

▪ Geometric deep learning : Recognizing the underlying symmetries in a given dataset 

→ Constrain the search space and ease the learning task / improve generalization

▪ GQML : Geometric Quantum Machine Learning 

→ Leverage the ideas of GDL to construct quantum models with sharp inductive bias

▪ E.g. Classifying connected & unconnected graphs → QNN invariant under the permutation

Construct quantum machine learning model for image classification



▪ Classical data  𝑥 ∈ 𝒳 associated with label ℓ ∈ 𝒴 following underlying function 𝑓 ∶ 𝒳 → 𝒴

▪ Supervised learning : Find 𝑦𝜃 which is as close as possible to 𝑓

▪ Final prediction 𝑦𝜃 for an input feature with the observable 𝑂

𝑦𝜃 𝑥 = 𝜓 𝑥 𝒰† 𝜃 𝑂 𝒰(𝜃) 𝜓(𝑥)

▪ Models agnostic to the underlying symmetry of 𝒳

Supervised Quantum Machine Learning 
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Schuld, M., Petruccione, F. (2021). Quantum 

Science and Technology. Springer, Cham.



▪ Consider a symmetry group 𝔊 on the data space 𝒳

▪ 𝕲 – Invariance :  For all 𝑥 ∈ 𝒳 and 𝑔 ∈ 𝔊

𝑦𝜃 𝑔 𝑥 = 𝑦𝜃 𝑥

→ Require 1) Equivariant data embedding 2) Equivariant QNN 3) Invariant Measurement

Geometric Quantum Machine Learning 
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L. Schatzki, et. al. (2022). arXiv:2210.09974

Q. T. Nguyen, et. al. (2022). arXiv:2210.08566

M. Ragon, et. al. (2022). arXiv:2210.07980

QNN
𝒰(𝜃)

Cat



▪ Quantum feature map 𝜓:𝒳 → ℋ

→ Embed classical data into quantum state 

▪ 𝔊-Equivariant embedding : Induces a unitary quantum action 𝑽𝒔 𝒈

|𝜓 𝑔 𝑥 ) = 𝑉𝑠 𝑔 |𝜓(𝑥)⟩

▪ 𝑉𝑠 𝑔 = Representation of 𝑔 on ℋ induced by 𝜓

Symmetries induced by data embedding
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Meyer, J., et al. (2023). PRX Quantum, 4, 010328.



▪ Focus on gates generated by a fixed generator 𝐺
𝑅𝐺 𝜃 = exp −𝑖𝜃𝐺

▪ 𝕲 – equivariant gate : For all 𝑔 ∈ 𝔊 and 𝜃 ∈ ℝ

𝑅𝐺 𝜃 , 𝑉𝑠[𝑔] = 0 ↔ 𝐺, 𝑉𝑠[𝑔] = 0

→ 𝒰 𝜃 is 𝔊 – equivariant if and only if it consists of equivariant quantum operators 

Twirling method : 

▪ Arbitrary generator 𝐴 → Construct a projector onto all symmetry group element 

▪ Twirling operator : 𝒯𝔊 𝐴 =
1

𝔊
σ𝑔∈𝔊𝑉𝑠 𝑔

†𝐴𝑉𝑠 𝑔

→ 𝒯𝔊 𝐴 , 𝑉𝑠 𝑔 = 0 for any 𝑔 ∈ 𝐺

Equivariant ansatz
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Meyer, J., et al. (2023). PRX Quantum, 4, 010328.



▪ 𝕲 – Invariant Observable : For all 𝑔 ∈ 𝔊

𝑉𝑠
† 𝑔 𝑂𝑉𝑠 𝑔 = 𝑂

Invariance from equivariance 

▪ The final prediction 𝑦𝜃 𝑥 is 𝔊 -invariant if it consists of a 𝔊 -equivariant QNN and  measurement.

𝒚𝜽 𝒈[𝒙] = 𝜓(𝑔 𝑥 ) 𝒰† 𝜃 𝑂 𝒰 𝜃 𝜓 𝑔 𝑥

= 𝜓(𝑥) 𝑉𝑠
†𝒰† 𝜃 𝑂 𝒰 𝜃 𝑉𝑠 𝜓 𝑥

= 𝜓(𝑥) 𝒰† 𝜃 𝑉𝑠
†𝑂 𝑉𝑠𝒰 𝜃 𝜓 𝑥

= 𝜓 𝑥 𝒰† 𝜃 𝑂 𝒰 𝜃 𝜓 𝑥 = 𝒚𝜽 𝒙

→ Model respects the label symmetries

Invariant Measurement 
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Meyer, J., et al. (2023). PRX Quantum, 4, 010328.



▪ Plane (Wallpaper) symmetry group : Symmetry group of planar square

▪ Consists of 8 components 

- Identity 𝑒

- Rotation 𝑟, 𝑟2, 𝑟3 of 90∘, 180∘, 270∘ around origin 

- Reflection 𝑡𝑥, 𝑡𝑦 in the 𝑥, 𝑦 axis

- Reflection in the two diagonal

p4m symmetry
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𝒕𝒙

𝒕𝒚
𝒓



Coordinate-Aware Amplitude Embedding method

▪ Consider a classical image of size 𝑳 × 𝑳, 𝐱 = 𝐱00, 𝐱01, … , 𝐱𝐿−1𝐿−1 .

▪ Explicitly denote the coordinates of each pixels with 2𝑛 qubits, 𝑛 = log2 𝐿 : 

𝜓 𝑥 =
1

𝒩


𝑖=0

𝐿−1



𝑗=0

𝐿−1

𝑥𝑖𝑗 𝒊 𝒋

Quantum Embedding for p4m symmetry

21/11/2023
Approximately Equivariant QCNN for p4m 

symmetry in Images 9

𝒒𝟎:𝒏 𝒒𝒏:𝟐𝒏



▪ Induced Symmetry representation

𝑉𝑥 = 𝕀𝑛 ⊗𝑋⊗𝑛, = 𝑋𝑛:2𝑛, 𝑉𝑦= 𝑋⊗𝑛 ⊗ 𝕀𝑛 = 𝑋1:𝑛

𝑉𝑟 = ⊗𝑖=1
𝑛 𝑆𝑊𝐴𝑃𝑖,𝑖+𝑛 (𝑋⊗𝑛⊗ 𝕀𝑛) = 𝑉𝑟′𝑉𝑦

→ Find operators that commute with 𝑉𝑥, 𝑉𝑦 , 𝑉𝑟

𝑈 ∈ 𝔠𝔬𝔪𝔪 𝑋1:𝑛, 𝑋𝑛:2𝑛, ⊗𝑖=1
𝑛 𝑆𝑊𝐴𝑃𝑖,𝑖+𝑛

Induced representation of CAA embedding
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Quantum Convolutional Neural Network
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Cong, I., Choi, S. & Lukin, M.D. Nat. Phys. 15, 1273–1278 (2019)

T. Hur et. al. (2022). Quantum Mach. Intell. 4, 3

▪ Quantum analogue of classical convolutional neural network

▪ Consists of : 1) Convolutional filters 2) Pooling layers  → Hierarchical architecture 

▪ (Partial) Translational Invariance : Identical parameters for all the filters in each layer  

▪ Allows to avoid barren plateau 



▪ For 𝑉𝑟′ : Repeat the same parameter on 𝑞𝑖 and 𝑞𝑖+𝑛 for even 𝑛

▪ For 𝑉𝑥, 𝑉𝑦: Consider two different cases

1) Gates constrained to 𝑞1:𝑛 OR 𝑞𝑛:2𝑛

- Consider 2-body quantum gate → Quantum gates that commute with 𝑋 ⊗𝑋

𝑋1, 𝑋2, 𝑋1𝑋2, 𝑌1𝑌2, 𝑍1𝑍2 ∈ 𝔠𝔬𝔪𝔪(𝑋 ⊗ 𝑋)

→ Equivariant gate set 𝐺𝑠,1 = {𝑋1, 𝑋2, 𝑌1𝑌2, 𝑍1𝑍2}

2) Gates applied to 𝑞1:𝑛 AND 𝑞𝑛:2𝑛

- Quantum gates that commute with 𝑋𝑛 ⊗ 𝕀𝑛 → Unbiased  weight of 𝑃𝜎 applied on 𝑞1:𝑛 and 𝑞𝑛:2𝑛

- Even number of Pauli Y and Pauli Z gates applied on 𝑞1:𝑛 and 𝑞𝑛:2𝑛

- Requires at least 4 qubit gates → Search quantum gates that commute with 𝑿𝑿𝕀𝕀

→ Equivariant gate set 𝐺𝑠,2 = {𝑃𝜎𝑃𝜎𝑃𝜎′𝑃𝜎′|𝑃𝜎,𝜎′ ∈ {𝑋, 𝑌, 𝑍}}

Equivariant Quantum Ansatzs
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Equivariant Quantum CNN
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EquivQCNN ApprEquivQCNN

Low angle assumption
Label misassignment error ~ 2%



▪ Final quantum state ∶ 𝜓𝑓 = 𝑟0𝑒
𝑖𝜃0 00 + 𝑟1𝑒

𝑖𝜃1 01 + 𝑟2𝑒
𝑖𝜃2 10 + 𝑟3𝑒

𝑖𝜃3 11

▪ For 𝑉𝑟′ : Invariance guaranteed by 𝑝0 + 𝑝0
′

▪ For 𝑉𝑥 : Denote 𝑃0
𝑥 for the output of reflected image 

𝑃0 − 𝑃0
𝑥 = sin 2𝜙 [𝑟0𝑟1 sin 𝜃1 − 𝜃0 + 𝑟2𝑟3 sin 𝜃3 − 𝜃2 ]

≤
1

2
𝐬𝐢𝐧(𝟐𝝓) sin 𝜃1 − 𝜃0 + sin 𝜃3 − 𝜃2

Approximately invariant with an error of 𝜖

Approximately Invariant Measurement 

21/11/2023
Approximately Equivariant QCNN for p4m 

symmetry in Images 14

𝑀1: 𝜙 = 0

𝑀2: 𝜙 ≠ 0

Low angle assumption
Label misassignment error 2~6%



▪ Test EquivQCNN on two datasets with 𝐿 = 16 → 8 qubits

1) Spin distribution in Ising model under the Hamiltonian ℋ = −𝐽σ⟨𝑖𝑗⟩𝜎𝑖𝜎𝑗

→ Phase detection (Ordered / Disordered phase) 

2) Extended MNIST dataset → Augmented with rotated & reflected images

Application

21/11/2023
Approximately Equivariant QCNN for p4m 

symmetry in Images 15

Spin distribution in Ising model Extended MNIST



Generalization power of EQCNN
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▪ Measure generalization power with test accuracy for non-equivariant & equivariant QCNN 

→ Similar number (23 - 25) of parameters for both models

→ Different number of training samples 𝑁 = 20, 40, 80, … , 10240

MNISTIsing model



Non-convexity of loss landscape
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ApprEquivQCNN

▪ Equivariance → Smoother and more convex loss landscape

▪ Loss landscape plotted for Ising model phase detection

Non-equivariant QCNN



▪ Hessian of 𝑓, 𝐻𝑓 𝑖,𝑗
=

𝜕2𝑓

𝜕𝑥𝑖𝜕𝑥𝑗
→ Curvature of the loss landscape

▪ Non-negative eigenvalue 𝜆→ Convex function 

▪ Measure the lowest eigenvalue 𝜆0 for Ising model phase detection

Non-convexity of loss landscape
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𝑵 = 𝟒𝟎 𝑵 = 𝟐𝒊 ⋅ 𝟏𝟎
𝒊=𝟏,…,𝟏𝟎

Li, Hao, et al. Advances in neural information 

processing systems 31 (2018).



▪ 4 class-classification with semeion dataset (16 x 16 pixels handwrittien digits)

▪ 311 training samples, 313 validation samples 

Multiclass-classification
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ApprEquivQCNN M2

(15 params) 
Non-equivariant QCNN 

(24 params) 

(82.2 ± 0.2)%(76.5 ± 1.8)%



Conclusion
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Approximately equivariant QCNN for p4m symmetry 

▪ Construct Equivariant QCNN for planar symmetry on images with a restricted noise

▪ Better generalization power for EquivQCNN

▪ Smoother loss landscape proved with eigenvalues of the Hessian

Future works : 

1. Quantify the EquivQCNN with other metrics (overparameterization,  gradient magnitude)

2. Construct equivariant neural network for RGB images

3. Investigate the impact of noises on GQML. 
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