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- ansatz design
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Observables, Loss Functions & Gradients 1M Quantum

Loss Function: L (w) = <¢in|UT (w) HU (w) Win)

1

QML, quantum chemistry, quantum time simulation, etc.
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: Observable: H = Zajhj, aj € R
|

Loss Function Gradient:
8L (w) = 2Re [(tin| (0,UT (w)) HU (W) [thiny]

Mixed Global
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Barren Plateaus

IBM Quantum

Exponentially vanishing gradients < exponentially flat loss landscape

Ey [0uL (w)] =0

bn

Var, [0, ()] € O (i) b1

n representing the number of qubits

Known causes

* Ansatz close to a t-design [2-3]

« Global observable -5

« Extensive entanglement paired with partial traces !

e Particular noise models 7!

IBM Quantum / © 2023 IBM Corporation

[1] 3. McClean, et al., Nature Communications 9 (2018).

[2] Z. Holmes, et al., PRX Quantum 3 (2022).

[3] M. Larocca, et al., Quantum 6, 824 (2022).

[4] M. Cerezo, et al., Nature Communications 12 (2021).

[5] S. Thanasilp, et al., Quantum Machine Intelligence 5, 21 (2023).
[6] C. Ortiz Marrero, et al., PRX Quantum 2, 040316 (2021).

[7] S. Wang, et al., Nature Communications 12 (2021).



Barren Plateaus

IBM Quantum

Exponentially vanishing gradients < exponentially flat loss landscape

Ey [0uL (w)] =0

bn

Var, [0, ()] € O (i) b1

n representing the number of qubits

Known causes

* Ansatz close to a t-design [2-3]

« | Global observable -5

« Extensive entanglement paired with partial traces !

e Particular noise models 7!

IBM Quantum / © 2023 IBM Corporation

[1] 3. McClean, et al., Nature Communications 9 (2018).

[2] Z. Holmes, et al., PRX Quantum 3 (2022).

[3] M. Larocca, et al., Quantum 6, 824 (2022).

[4] M. Cerezo, et al., Nature Communications 12 (2021).

[5] S. Thanasilp, et al., Quantum Machine Intelligence 5, 21 (2023).
[6] C. Ortiz Marrero, et al., PRX Quantum 2, 040316 (2021).

[7] S. Wang, et al., Nature Communications 12 (2021).



Motivation

Assume a parameterized ansatz | (w)) and an observable

X0 0
(;:(; )
0 o Xg

= Trainability issues due to global nature of the observable for (¢(w)|0|yp(w)) ?

What if we rewrite the expectation value?

((@)|Ofp(@) = e @01 [y (@)p;(@)(il0])

L]

for

pi(w) = (Y(w)|i)XilY(w))
=>» Again a global observable!!
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Gradient Bounds
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Previous Results

= T-design assumptions rarely
sufficed in practice

[1] M. Cerezo, et al., Nature Communications 12 (2021).

[2] A. V. Uvarov and J. D. Biamonte, Journal of Physics A:

Mathematical and Theoretical 54, 245301 (2021).
[3] 3. Napp, arXiv preprint - arXiv:2203.06174 (2022).
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Cerezo et al. 1]

Barren plateau for H a
type of global
observable, e.g.,
projector and U
forming a local 2-
design

Napp B!

Uvarov & Biamonte [2

Proof that Pauli strings
make independent
contributions to the
gradient - lower
bounds by Cerezo et
al. extended to generic
observables — still
local 2-design

Gradient bounds for spatially and algebraically
local observable - tighter bounds than Uvarov and
Biamonte — entangling gates chosen randomly
according to any measure that forms a 2-design.




CirCUitS IBM Quantum

Clifford gates _
Prod uct of rotation gates

generated by Pauli strings

U(w) = Z Wi Ri (@)

- with the first layer two layers of orthogonal single-qubit rotations

- with w = {wy, ..., w;_1 } for all w; being independent and initialized over [—m, ]

—[Ry (00) Rz (01) | —{Ry (09)}{Rz (0:2)} Ry (016) HRz (620) | —

— Ry (61) — Rz (65) : P : Ry (69) — Rz (613) : D : Ry (617) Rz (621) ——

— Ry (02) — Rz (66) : S : Ry (010) — Rz (014) : ¥ : Ry (618) — Rz (f22) ——

— Ry (03) —{ Rz (67) : D : Ry (011) — Rz (015) : S, : Ry (019) — Rz (623) —
Ry Wi Ry Wa Ry

EfficientSU2 for depth 2 with pairwise entanglement
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Initial State and Hamiltonian [BM Quantum

Hamiltonian H = Y, a,h,, a, € R, h, € {I,X,Y,Z}®"

Mean and min. light-cones AT*an A™n j e mean and min number of qubits on which UT(w)h,U(w) acts
non-trivially for w; € [0,%]
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Gradient Bounds 1BM Quantum

Each Pauli term h, makes an independent contribution to the loss and gradient concentrations!

00 (i)Agjean Vo [ (o] < (%>Ag’?in

Measure of orthogonality between p and the eigenvectors of the first single-qubit rotation layer

At least one parameter sufficing the lower bound and all parameters sufficing the upper bound
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Highlights

Drop t-design assumptions

Consider realistic circuit classes
which are compatible with the
realization of hardware efficient
ansatz classes
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IBM Quantum

Capture observable-circuit
interaction in finer detail

Gradient concentration not
determined by algebraic locality,
circuit depth or entanglement per
se, but the observable-circuit
interaction - light-cones
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Assumptions Justification IBM Quantum




Assumptions Justification

Orthogonal layers
- commutation shield helps to
avoid constant loss
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IBM Quantum

Initial States

alignment between initial state and the
first layer of rotations can lead to
vanishing gradients
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IBM Quantum

Initial States

alignment between initial state and the
first layer of rotations can lead to
vanishing gradients

Independent parameters
dependent parameters for different
Pauli terms with contribution in
opposite directions can lead to
uniformly zero gradients

21



Equivalence between k-Degree Polynomials ~ 'BQuantum
and k-Local Diagonal Observables

Bijection between binary polynomials f: {0,1}" — R of degree k and diagonal
Hermitian, k-algebraically local observables H

Proposition 1. For fixred k,n € N, let Fi. be the set of polynomials f : {0,1}" — R of degree k, and let Hj be
the set of diagonal Hermitian matrices H € Man(C) whose Pauli decomposition H =) coZ, satisfies |a| < k
for all co, #0. Then Fy, and Hy are isomorphic. More specifically, the following map T : Fr, — Hy is bijective:

T(f)= > f(@)|z)(xl.

z€{0,1}n

Fixed polynomials with small degree monomials (such as QUBOs) do not induce barren plateaus
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Application Areas of Relevance IBM Quantum

Binary Optimization Quantum Chemistry

Minimize a function f:{0,1}"* - Rinterms of a VQAs for ground state and time

ground state [ problem for simulation mixed observable,
3 B 1 - e.g., hydrogen chains [2,

= fo(x)|x)(x| B Za (ﬁ Zx(_l) f(x)) Za- vibrational bosonic systems [3],

and downfolded electronic
Hamiltonians 4],

Generative QML

Often representable as
[1] C. Zoufal et al., Quantum 7 (2023).

ground state problem of a [2] I. O. Sokolov, et al. The Journal of Chemical Physics 152 (2020).
diagonal Hamiltonian. see [3] P. J. Ollitrault, et al. Chem. Sci. 11, 6842 (2020).

: ¢ [4] K. Kowalski, Phys. Rev. A 104, 032804 (2021).
e.g. hYbI‘Id C]GANS [5-7] c [5] C. Zoufal, Aet al., npj Quantum Information 5 (2019).

[6] P.-L. Dallaire-Demers and N. Killoran, Phys. Rev. A 98 (2018).
[7] 3. Romero and A. Aspuru-Guzik, Advanced QuantumTechnologies 4 (2021).
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Gradient Bounds for gGANS




Hybrid Quantum Generative Adversarial Networks

training data samples

generated data samples L

gl ‘

classification:

IBM Quantum

IBM Quantum / © 2023 IBM Corporation

—e— target
BN trained




L oss Functions IBM Quantum

Lg (¢,w) = Eonp,, [F'(Dg(7))]

Sampling probability of x
from G

Lo (@) = Eanpp, [F (Dg(@))] + Ealp, | F (D(a)]

Sampling probability of x
from training data

Compatible with min-max Xl and Wasserstein 21 GANs

[1] I. Goodfellow, et al., in Advances in Neural Information Processing Systems 27 (Curran Associates, Inc., 2014).
[2] M. Arjovsky, et al., in Proceedings of the 34th International Conference on Machine Learning, Proceedings of Machine Learning Research,
Vol. 70, (PMLR, 2017).
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Loss Function Gradients IBM Quantum

quLD (Qb, w) =» Standard automatic differentiation techniques
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Loss Function Gradients IBM Quantum

quLD (Qb, w) =» Standard automatic differentiation techniques

Vol (¢,w) = V(0" (G) H (¢) G*|0)®" 3 Quantum gradient

for H(¢)=) F(Dy(x))|z)(x|=) cal¢)Za

(0%

Enables reformulation in terms of Pauli Basis = compatibility with our gradient bounds

Le (p.w) =Y cal(@)(0/®" (G*) ZoG[0)®"

(07

No barren plateaus for sufficiently large c, (¢) for local contribution terms Z,,
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Discriminator IBM Quantum
Definition

D?:{0,1}* > R
« Fully-connected neural network with L hidden layers
- Number of nodes for each layer [ denoted by m;
- Standard deviation of initial weights a; for layer [
- Weights and biases initialized with i.i.d. symmetric distributions

- Leaky-RelLu hidden activation functions with parameter y;,
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Gradient Bounds for gGANs IBM Quantum

Let Dy be a discriminator of depth L. For any 1-local weight o, we have

2 L 2 2
o myo; (1 + v
Eoq [Ca((b)z] - igl l (4 )

=1

In particular, initialising parameters such that mlaf > 4 for each [, the bound
reduces to Ey|ca(¢)?] > 07 ,/16, which is constant both in the number of
qubits n and the discriminator depth L.

= Guarantees that H(¢) introduces 1-local weights that are constant in the number qubits!
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Consequences for IBM Quantum
Quantum Generative Adversarial Networks

For any discriminator Dy satisfying m;o? > 4 for each layer [, and any
EfficientSU2 generator G,, with pairwise entanglement and logarithmic depth
K € O(logn), there exists a parameter wy such that

1
Varw7¢ [akaG} e (m)

Unlike most other generative QML algorithms, QGANs do not suffer from barren plateaus for a large
class of classical discriminators of arbitrary depth, and quantum generators of logarithmic depth.
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Experiments IBM Quantum

Model
Size: 16 qubits

Generator: EfficientSU2 (pairwise entanglement, depth 1), parameters uniformly initialized in [—m, ]
Discriminator: fully-connected, 192 nodes, leaky-ReLU hidden activation, parameter initialization Kaiming uniform 2xo
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Thank yOU! IBM Quantum

Alistair Letcher Stefan Woerner

... and you for your attention! Questions? arXiv:2309.12681
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