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• In an energy-based model the model distribution is a Gibbs distribution 𝑝𝜆 𝑥 =
1

𝑍𝜆,𝛽
𝑒−𝛽𝐸𝜆(𝑥). The model provides a 

representation of the energy potential 𝐸𝜆: Ω → ℝ.

• Training:

−∇𝜆ℒ 𝜆 = න
𝑥

∇𝜆 log 𝑝𝜆 𝑥 𝑝 𝑥 𝑑𝑥 = ⋯ = −𝛽𝔼𝑝 ∇𝜆(𝐸𝜆 𝑥 ) + 𝛽𝔼𝑝𝜆[∇𝜆(𝐸𝜆 𝑥 )].

• The first term is called the positive phase (easy to approximate from data) and the
second term is called the negative phase (requires samples from the model/Gibbs
distribution).

• Old EBMs (e.g., Boltzmann machines) used the Ising potential 𝐸𝜆 = −σ𝑖,𝑗=1,…,𝑚 𝜆𝑖,𝑗𝜎𝑖 𝜎𝑗
which didn’t work out so great!

Energy-based models
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• Du and Mordatch (2019) showed the first large-scale EBM 
trainings.

• Langevin dynamics:

𝑑𝑋𝑡 = −
1

2
𝛽𝜎2∇𝑋𝐸𝜃 𝑋 𝑑𝑡 + 𝜎 𝑑𝑊𝑡 .

Modern (deep) EBMs
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• Guo et al. (2017): Over the years conventional classifiers have become less and less calibrated.

• Grathwohl et al. (2019): Joint EBM improve the calibration and adversarial robustness of the representation.

• Du and Mordatch (2019): Good at OOD detection by EBMs.

Benefits of EBMs
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• Elflein et al., (2021): EBMs outperform normalizing flows 

in OOD detection.

• Hill-Mitchel-Zho (2021): Convergent EBMs purify an image 

from adversarial attacks.

Stochastic security
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• Instead of Monte-Carlo simulation of Langevin dynamics 𝑑𝑋𝑡 = −∇𝐸 𝑋𝑡 𝑑𝑡 + 2𝛽−1𝑑𝑊𝑡 …

• … solve the Fokker-Planck equation

𝜕𝜌

𝜕𝑡
= ∇. ∇𝐸𝜌 + 𝛽−1Δ𝜌.

• A second order PDE; a.k.a. the diffusion equation; a.k.a. Kolmogorov’s forward equation.

• Our approach: Linearize the generator ℒ = −∇𝐸. ∇ + 𝛽−1Δ and solve using quantum linear system solvers.

• Theorem [Motamedi-R]. A quantum computer can sample from the Gibbs state of an analytic periodic potential using 

𝑂(𝑑3𝑒𝛽polylog(1/𝜖)) queries to the energy oracle.

• The training scheme does not require QRAM.

• Non convexity is now a non-issue and the complexity of algorithm

depends rather on the rate of decay of Fourier coefficients of 𝐸.

Our agenda
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• By writing FPE in the Fourier domain we boost our precision with a technique we call upsampling:

• Given a (𝐶, 𝑎)-semi-analytic periodic function 𝑢, an integer 𝑁 ≥ 2𝑎𝑑, and a quantum state 𝜓𝑁 ∈ 𝐻𝑁

that is 𝜖-close to |𝑢𝑁⟩ we can sample from 𝑢2 with an 𝑂(𝜖, 𝐶) precision.

High precision sampling using Fourier interpolation
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The oracle of the ODE solver
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• Let 𝜌𝑠 be the corresponding steady distribution. Further, assume that for a constant 𝜆 > 0 any 

differentiable function 𝑓 ∈ 𝐿2 𝜌𝑠 satisfies

𝑉𝑎𝑟𝜌𝑠 𝑓 ≤ 𝜅𝔼𝜌𝑠 ∇𝑓 𝟐

• Then

𝜌𝑡
𝜌𝑠
− 1

𝐿2 𝜌𝑠

≤ 𝑒−
𝑡
𝜅

𝜌0
𝜌𝑠
− 1

𝐿2 𝜌𝑠

.

• Note: 𝑇𝑉 𝜌𝑡, 𝜌𝑠 ≤
1

2
𝑉𝑎𝑟𝜌𝑠 𝜌𝑡/𝜌𝑠 .

• Proposition [Motamedi-R]: Analytic period functions (on a torus) admit a universal Poincare constant 𝜅 =

𝑂 𝑒Δ .

• So, no speed up in terms of the mixing time. However, in practice Δ is bounded.

Long mixing time in equilibrium dynamics
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Exponential quantum speedups for Morse potentials
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https://bastian.rieck.me/blog/posts/2019/morse_theory/



Comparison with other algorithms
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• Outlook 1: Beyond periodic functions

• Periodicity does not create a constrain in data-driven training.

• Direct sampling from −1, 1 𝑑 can be achieved by moving to 

Chebychev spectral methods (WIP).

• Outlook 2:

• In diffusion models the diffusion equation is solved for a finite 

time avoiding the long mixing time.

• This requires solving FPEs with time-dependent drift and 

diffusion terms (WIP).

• Outlook 3:

• Digital computation is very expensive for FTQC. Perhaps all this 

machinery should rather be developed in the bosonic setting 

(Please talk to me if interested…).

Outlook
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