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• Operating system
• Applications
• Device logs

• Router
• Servers
• Firewall
• switches

etc..

• Logfiles chronicle the 
state of the system

• Assist in :
• Debugging
• Diagnosis and 

recovery of 
system

• Detecting trend, 
resolve 
and prevent it

COLLECT

ALERT

STOREANALYZE

SEARCH



Centralized log management system

• Centralized logging consolidates log files from all systems across on-
premises, cloud, and hybrid environments by enabling the following:
• Collection and aggregation

• Parsing and normalization

• Correlation and analysis

• aggregate, organize, and interpret data so that you can derive meaningful 
insights while maintaining data integrity

• Open-source solutions around
• ELK, Graylog, Fluentd, SigNoz, Syslog-ng, Logwatch, Apache-flume



Graylog
• Graylog architecture basically comprises of Graylog, MongoDB and Elasticsearch

• Graylog Server component sits in the middle and works around the data node i.e., elastic nodes

• MongoDB to store meta information and configuration data

• Elasticsearch or Opensearch are the index and search server stores all the log data



What Graylog does - Input

• Receives messages from multiple input protocols like GELF via HTTP/TCP/UDP, syslog, Beats, CEF, Netflow, Apache, kafka etc
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What Graylog does – Index sets

• Stores messages in Elasticsearch index sets for graphing



What Graylog does - Streams

• Assigns messages to stream
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What Graylog does - Alerts
• Triggers user-defined alerts per stream
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What Graylog does

• Receives messages from multiple input protocols like GELF via 
HTTP/TCP/UDP, syslog, Beats, CEF, Netflow, Apache, kafka etc

• Stores messages in Elasticsearch index sets for graphing

• Assigns messages to stream

• Triggers user-defined alerts per stream

• Provides user friendly interface for search, alerting and analysis of data

• Powerful search capabilities - answers to complex queries in milliseconds

• Perform real-time analysis of terabytes of machine data

• The GUI has a range of graphs and widgets to clearly visualize log and 
event data



Graylog - In use at Diamond
• A single, monolithic, ancient version of Graylog running on 

an ancient hardware, cluster comprising of 3 servers each 
with:

• CPU: 24

• Memory: 192GB

• Disk: 890GB

• Caters to the needs of users from various groups

• Upgrade to newer version

• User's requirements

• Logging from various applications that goes onto file 
and Graylog as well

• Powerful search capabilities
• Possibility to define events and an Alert
• Good retention period for logs
• No interference from other groups
• Upgraded permissions system enabling better access 

control

GLMDB ES

GLMDB ES

GLMDB ES

Log source
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Loadbalancer
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Solution  - Graylog-as-a-Service on 
Kubernetes
• Implemented Graylog architecture which is distributed across Cloud 

infrastructure and traditional physical Infrastructure

• Instances per group

• Advantages:
• Better resource allocation and isolation
• No interference from other groups
• Better access control setup
• Simplified deployment and management
• Easy to scale the application horizontally
• Built-in high availability and self-healing capability from Kubernetes
• Load balanced and better monitoring



Graylog-as-a-service on Kubernetes
• Group namespaces on Kubernetes production cluster

• >> kubectl describe namespace <group-namespace-name>

• Installed using helm charts
• Graylog – kongz/graylog

• >> helm repo add kongz https://charts.kong-z.com

• >> helm install <releaseName> kongz/graylog -n <group-namespace-name> -f values.yaml

• MongoDB – bitnami/mongodb

• >> helm repo add bitnami https://charts.bitnami.com/bitnami

• >> helm install <releaseName> bitnami/mongodb -n group-namespace-name> -f values.yaml

• Customized manifest file – values.yaml

• ConfigMap for keystore
• >> kubectl create configmap graylog-keystore --namespace <group-namespace-name> --from-file=<location_of_cacerts.jks>

• >> kubectl get cm graylog-keystore -o yaml|less

• Secret/SealedSecret
• MongoDB – one SealedSecret

• Graylog – three SealedSecret
• mongodb://username:password@POD1_NAME.SERVICE_NAME.NAMESPACE_NAME.svc.cluster.local:27017,POD2_NAME.SERVICE_NAME.NAMESPACE_NAME.svc

.cluster.local:27017,POD3_NAME.SERVICE_NAME.NAMESPACE_NAME.svc.cluster.local:27017/DEFAULT_AUTH_DB?replicaSet=REPLICASET_NAME"

• https://<elastic_user>:<password>@node1:9200,https://<elastic_user>:<password>@node2:9200,https://<elastic_user>:<password>@node3:9
200

• Each group namespace has two Statefulsets
• Graylog – Statefulset with 2 replicas

• MongoDB – Statefulset with 3 replicas

• NVME-based PersistentVolumeClaim and podAntiAffinityPreset to hard

https://charts.kong-z.com/
https://charts.bitnami.com/bitnami
https://charts.bitnami.com/bitnami


Diagram



Benchmarking

• Purpose: Benchmarking on new Graylog instances on Kubernetes by 
sending large number of messages to all the instances concurrently

• How: Bash wrapper script around python script which uses graypy

• 5 concurrent iteration of 10 million messages to each Graylog 
instance

• Results: this architectural design survived 2.5 million 
messages/minute on each instance (total 6). We maxed-out the 
Network transfer speed of 816 Mb/s on node which has link of 10GB
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Final thoughts

• Log management system in place is a necessity

• Graylog offers solution that can capture, store, and perform real-time 
analysis of terabytes of machine data

• Migrated from single monolithic system to a mixed model of Graylog-as-a-
service on Kubernetes

• From the Graylog user perspective instances owned per group compared to 
a central instance has its own benefits in terms of better resource 
allocation and isolation and no interference from other group.

• Reliable, high available, performant and upgraded permission system with 
an admin domain

• Soon going into production



Thank you!
Questions?
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