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1. How Can a machine think ?

■ Turing Test and Artificial Intelligence

■ A brief history of AI up to Transformers

■ Generative AI

2. FLMs, LLMs and AI Agents : State Of The Art

■ ChatGPT how did they make it ?

■ Prompt Engineering

■ AI agents 

3. Interactive AI and potentiel use cases

■ LLM Powered Autonumous Agents

■ Applications improve

■ To AGI ?

4. Use case on local Data and Applications

■ Code developement and debugging

■ Chat with your Data
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Richard Feynman Prophecy
1985 

https://www.youtube.com/watch?v=ipRvjS7q1DI&t=15s

24/10/2023

1950: Computing Machinery and Intelligence
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Brief History of AI (Before the Big Bang)

24/10/2023
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1957-2012 : Computer Vision (CV) / Deep
Learning
 MNIST Dataset

 28x28  10 classes

 MLP

 CNN : Convolutional Neural Network

 1989 Yan LeCun LeNet-5  Deep Learning

24/10/2023 2012 : AlexNet wins ImageNet
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CV : Image Captioning
 Classification :  P(class) 0. <=float<= 1. [c1,c2, ..cn] (n classes)

 Captioning : Describe in natural language what the image contains

14/09/2023

NLP: Natural Language
Processing

 Beginning with rule-based approaches (1950s).

 Evolution towards statistical approaches (1980s).

 Then towards deep learning and neural networks (2010s).

 MLP  CNN  RNN  LSTM  …

 Capable of generating natural text, translating languages, answering 

questions, and much more.Examples: 

 GPT (OpenAI), BERT (Google), RoBERTa (Facebook).

Tokenization: First step in NLP. Breaks the text into 

smaller units (words, sentences, etc.), called “tokens”

.

Embedding: Converts tokens to digital vectors. These 

representations capture the meaning of words, their 

context and other linguistic aspects.
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CV : GAN

 Classification :  Image  Cat

 Generative Model : Cat  Image of cat

 2 AI : Generator VS Descriminator

NLP: Text Generation

 Dataset: Text (Alice in Wonderland)

 Tokenization: Token = Char

 Model (LSTM): 

 Input: a suite of chars, output a char

 (alic e)

 Generation :

 Initial char 

 Loop

 Next char  Prediction

 Concatenate to end

 Submit to model. 24/10/2023
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Transformers

 2017 : Google Brain

14/09/2023

(*genetic mutation in the 
chain of AI evolution)
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ChatGPT / Bard  

24/10/2023
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How did they make it ?
Step 1: Supervised Fine Tuning (SFT) ModelStep 0: Pretraining

Step 2: Reward Model Step 3: Reinforcement Learning Model

24/10/2023
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Performances

24/10/2023
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Why is ChatGPT so good?

These models started to move into the spotlight with the release of Google’s seminal 

“Attention Is All You Need” paper (https://arxiv.org/pdf/1706.03762.pdf)

GPT-3, released in 2020, is a whopping 175B parameter model pre-trained on a corpus of 

more than 300B tokens : it seems that is was not particularly adept at many of the tasks, 

reasoning, and instruction-following that the later versions, including ChatGPT due to the 

lack of fine-tuning

Fine-tuning on instruction datasets

Introducing Reinforcement learning with Human Feedback (RLHF) : the instruction-tuned models still regularly 

provide short, biased (even toxic) or wrong answers. 

The basic idea is to train an additional reward model that rates how good a model's response is from the 

perspective of a human to guide the model's learning process. Then use this reward model to fine-tune the original 

language model using reinforcement learning

24/10/2023

https://arxiv.org/pdf/1706.03762.pdf
https://towardsdatascience.com/how-to-design-reinforcement-learning-reward-function-for-a-lunar-lander-562a24c393f6
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How to use ChatGPT

 Define the objective: Establish a clear purpose for the prompt. 

For instance, when summarizing a news article, the aim is to 

obtain a brief, informative overview.

 Construct an initial prompt: Create a simple, concise prompt 

to begin the process. For example: "Summarize the following 

news article:". This can be refined and expanded as needed.

 Evaluate and iterate: Assess the output generated by ChatGPT

in response to the initial prompt. Modify the prompt as necessary 

to improve the outcome. For instance: "Provide a concise, 3-

sentence summary of the following news article:". Iterate until 

the desired result is achieved.

 Employ control mechanisms: Experiment with various control 

techniques, such as tokens, prefixes, or postfixes, to guide the 

AI's response. For example, prepend a sentence like "Using a 

professional tone," to influence the tone of the generated text.

 Leverage automation in prompt design: Explore tools and 

methodologies for automating prompt design, such as employing 

machine learning algorithms to generate or optimize prompts 

based on specific datasets.

24/10/2023
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Code Generation / Vision

24/10/2023
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Chain-of-Thought Prompting
Wei et al. (2022)(opens in a 

new tab), 

(*) : Let’s think step by step  Observed in Large Models
24/10/2023

https://arxiv.org/abs/2201.11903
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 Fine Tuning

 Train Model on Specific data

 Prompt Tuning

 Hard Prompt Tuning

 It is an efficient and inexpensive way to adapt an AI 

foundation model to new downstream tasks without 

retraining the model and updating its parameters.

 Soft Prompt Tuning  End of prompt engineering?

 an active and fertile field of research

Fine Tuning / Prompt tuning

“In an upcoming paper at the International Conference on Learning Representations (ICLR), 

Panda and his colleagues show that their Multi-task Prompt Tuning (MPT) method 

outperformed other methods, and even did better than models fine-tuned on task-specific 

data. Instead of spending thousands of dollars to retrain a 2-billion parameter model for 

specialized task, MPT lets you customize the model for less than $100, said Panda.”

https://openreview.net/pdf?id=Nk2pDtuhTq
24/10/2023
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Large Fondation Models

Raffiner en local ?

24/10/2023
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Zoo

24/10/2023
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Large Langage Models (LLMs) : State Of The Art

24/10/2023
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PaLM 2 (« Pathways Language Model » Google)

24/10/2023
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LLaMA 2  Orca 13B Chat 

Overview

Orca is a descendant of LLaMA developed by Microsoft with finetuning on 

explanation traces obtained from GPT-4.

Description

Orca-13B is a LLM developed by Microsoft. It is based on LLaMA with

finetuning on complex explanation traces obtained from GPT-4. By 

using rich signals, Orca surpasses the performance of models such as 

Vicuna-13B on complex tasks. However, given its model backbone and 

the data used for its finetuning, Orca is under noncommercial use.

https://arxiv.org/pdf/2306.02707.pdf
24/10/2023
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State of The Art / LLM for Coding

24/10/2023

Textbooks Are All You Need
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« ChatGPT / LLMs » on local data
«AI Agent »

 The model remains stable with its initial capacities

 Use of extrnal tools

 External data access

 Short and Long term memory

 Tasks and code execution

 Interactive AI (multi agents/llms …)

« Hard/soft prompt Tuning »

 The model remains stable with its initial capacities

 Use of prompt engineering techniques

 Hard (manually)

 Soft (train prefix prompt embedding layers )
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« LLM » local : 13 B models

24/10/2023
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Quantization

« LLM » local : 7B models With llama.cpp

GGUF is a new format introduced by the 

llama.cpp team on August 21st 2023. It is a 

replacement for GGML, which is no longer 

supported by llama.cpp. GGUF offers 

numerous advantages over GGML, such 

as better tokenisation, and support for 

special tokens. It is also supports 

metadata, and is designed to be 

extensible.
24/10/2023
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AI Agents

LLM Powered Autonomous Agents

Building agents with LLM (large language model) as its core controller is a cool concept. Several proof-of-

concepts demos, such as AutoGPT, GPT-Engineer and BabyAGI, serve as inspiring examples. The potentiality of 

LLM extends beyond generating well-written copies, stories, essays and programs; it can be framed as a powerful 

general problem solver

LLM functions as the agent’s brain, complemented by 

several key components

24/10/2023

https://github.com/Significant-Gravitas/Auto-GPT
https://github.com/AntonOsika/gpt-engineer
https://github.com/yoheinakajima/babyagi
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AI Agents tools: LangChain
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AI Agents tools : MS Autogen

24/10/2023
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Use Case on local data : IrfuGPT

 CEA Security constraint  : 

impossible to send data externally

 Solution  Use of a local LLM 

 Possibilities of using  Like ChatGPT

(same perfs of 3,5)

 Added Value  Use on local data

 Model Choice

 Orca13B on an NVIDIA A10 40 GB 

(use 20 GB)

 Mistral 7B (use 5GB)  

 Fine Tuning

 Hard Prompt Fine Tuning

 Soft Prompt Fine Tuning

 Data

 40K GLPI IT support tickets

 Cleaning Data by LLM (python 

scripting)

 3 Gitlab 

 Development

 Python + LangChain

 Embedding (BGE Open Source)

 Storage on local Vector DB 

(ChromaDB Open Source)

 Implementation

 API for LLM (Flax)

 API for Agent (Flax)

 Web Application (Streamlit+LAMP)
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Use Case : Code Generation / Debugging

 Use of GPT4 (code interpreter model – Advanced Data 

analysis- ) 

 Can generate code (From paper Retential Network – no 

code or pseudo code – generate a working pytorch

implementation)

 Excels in explaining, commenting, debugging and even 

correcting errors

 Code Inerpreter (Open Source)

 Python code

 Interact with PC and local applications

24/10/2023
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Y. Le Cun : 
 AI Agents = Interactions with Digital World

 LLMs = Warehouse of human knowledge

 All must be Open Source

Conclusion  (The Word After ChatGPT)

24/10/2023


