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A N A LY T I C S  P RO J E C T  M OT I VAT I O N

• With growing infrastructure an ever-increasing collection of 

heterogeneous monitoring data is produced.

• Our existing monitoring and alerting implementation is 

robust and stable but rather static and isolated.

• Early 2020 we started the analytics project on hardware 

that was deprecated.

• The project’s main objectives are:

• Transform static logs into analyzable data.

• Create a framework where the different datasets can 

be brought in together for analysis and monitoring.

• Experiment with data analysis tools like ML, to assist in 

finding correlations between different areas of our 

infrastructure, detect anomalies and inefficiencies.
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S O F T WA R E  OV E RV I E W

COLLECTION ENRICHMENT STORAGE VISUALIZATION ALERTING

• Custom Scripts

• Elastic beats

• Gmond

• Nagios

• SNMP traps

• Syslog

• Telegraph

• ES pipelines

• Logstash

• MariaDB

• Elasticsearch

• influxDB

• RRD

• Ganglia

• Grafana

• Email

• Grafana

• Nagios

• Pager (24/7)

*Purple denotes additions from the analytics project.
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All our software is deployed using Ansible.



Logs

Service Size (GB) Storage DB

dCache (billing, 

ftp|srm|webdav|xrootd access)

9,850 Elasticsearch

network (router) 30 Elasticsearch

SNMP (traps) 15 MariaDB

system (auth, iptables, kernel) 1,000 Elasticsearch

Metrics

Service Size (GB) Storage

dCache (queues, movers) 215 Elasticsearch

dCache (netflows) 110 Elasticsearch

HTCondor (job history, 

status)

32 Elasticsearch

infrastructure (DDN and 

inlet temps, SSD TBW)

160 Elasticsearch

infrastructure (humidity, 

PDU, temps, etc)

2* RRD

mySQL (status) 4 Elasticsearch

network (router sflow) 15 influxDB

postgreSQL (activity, 

bgwriter, database)

920 Elasticsearch

system (cpu, mem, net, 

etc)

2* RRD

tape library stats (device, 

volume)

2 influxDB

tape library (consumption, 

staging, etc)

2* RRD
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* 2GB for all datasets in RRD
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Service events/sec

Mean 600

Max 12,000

ELK Ingestion Rate



G R A FA N A

• Currently using version 10.0.3

• Our main visualization software for the following reasons:

• It can use a large variety of different data sources.

• Has many options for creating nice looking dashboards

easily.

• Powerful templating of panels.

• It can further transform data on the fly.

• It can generate alerts data query-based alerts.
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E L A S T I C  S U I T E
• It is the workhorse of the analytics platform.

• We obtained a trial for the full license to

investigate their ML tools but due to technical

limitations, we didn't get much out of it. Pricing

was very expensive to keep the license.

• We use the free 'basic' license.

• Currently using version 8.3.3.

• Elasticsearch:

• Flexible database, can hold heterogeneous

data.

• Easy to grow horizontally.

• Many tools to manage and transform data.
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• Logstash:

• Many filters to parse and enrich data.

• Multiple instances and pipelines to balance 

the load.

• Many input and output protocols.

• Persistent and 'dead-letter' queues.

• Beats:

• 'Smart' collectors that monitor log files 

(Filebeat), service metrics (Metricbeat) and 

network ports (Packetbeat).

• Balance loads to multiple outputs and 

queues data if they are unavailable.



E L K I N F R A S T R U C T U R E
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• Data collection consists of Filebeat, 

Metricbeat and Packetbeat instances 

installed on each host of interest.

• Data is sent to Logstash for processing 

before being stored in Elasticsearch.

• The Elasticsearch cluster consists of 9 

instances running on VM's.

• Kibana shares a VM and is mostly used for 

administration of the cluster.

• There are 5 types of Elasticsearch 

instances:

• 1x Voting-only Master Node (also 

running Kibana and main endpoint)

• 2x Master Nodes.

• 2x "Hot" Data Nodes (nvme storage)

• 2x "Warm" Data Nodes (ssd storage)

• 2x Ingest and Transform Nodes (also 

running Logstash)



Frontend (Elasticsearch and clients)

• 1x PowerEdge R650

• CPU:

2x Xeon 6336Y – 24 cores with Scikit-learn extensions.

• GPU:

Nvidia Telsa T4

• Memory:

256GB

• Network:

Nvidia Mellanox ConnectX-5

• Storage:

2x 480GB SSD (OS)

2x 3.84TB NVMe

Backend (Elasticsearch and Logstash)

• 2x PowerEdge R650

• CPU:

Xeon 6326 – 16 Cores

• Memory:

256GB

• Network:

Nvidia Mellanox ConnectX-5

• Storage:

2x 480GB SSD (OS)

2x 3.84TB NVMe (Hot Data)

2x 7.68TB SSD (Warm Data)

• KVM will be used to create 4 ES nodes: master, hot 

data, warm data, transform (with Logstash).
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LO G S TA S H  P I P E L I N E  - PA R S I N G

11

Fernando Fernandez Galindo

TRIUMF Scientific Computing Department

HEPiX Autumn 2023 Workshop

October 16-20, 2023

1. Logstash receives data from the beats 

2. A pipeline name is injected in the configuration 

specific to each of the different logs.

Example:

• tier1-logs-dcache-billing-log-v4

3. Data is parsed into fields for each dataset.

4. Enrichment settings are applied, so that the 

pipeline knows if each of the next steps should 

be applied or not (shown in the next slide).

Data parsing

Select Pipeline

Beats Input

Enrichment Settings Set



L O G S TA S H  P I P E L I N E  - E N R I C H M E N T
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1. URLs parsed into fields for protocol, hostname, 

path, query.

2. Anonymize data (specific to each pipeline).

3. Parse addresses and reverse resolve IP's.

4. Resolve DNS names.

5. Add GeoIP data.

6. Add Tier-1 Infrastructure location information 

(datacenter, rack, row, etc).

Address Parsing and Reverse 

Resolve IPs

Tier-1 Infrastructure Data

Data Anonymization

URL Parsing

GeoIP Data



L O G S TA S H  P I P E L I N E  – F I N A L  S TA G E
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1. Remove unwanted fields like metadata from the 

Beats or just fields we don't really need.

2. Create hash of the original message to use for 

deduplication and as document ID.

3. Output to Elasticsearch.
Hash Original Event

Remove Fields

Elasticsearch Output



TO K E N I Z I N G  - B E F O R E

• We are drowned by the details.
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• Unique error message count: 3,423



TO K E N I Z I N G

• By "tokenizing" we mean normalizing log messages by applying a placeholder or "token" instead of 

highly variable data.

• For example, IPs and Hostnames are replaced with "IP" or "HOSTNAME" or in dCache cell names 

are replaced with "CELL_NAME".

• Therefore, we get the base error message which can then be aggregated, used in statistics, clean 

up dashboards and allow for more visibility on other error messages.

• The next slide shows and example of dCache billing data from August and September 2023.

• Notes:

• Requires regular expressions specific to each dataset as trying to do general substitution failed.

• This is work in progress, only 'completed' for dCache Billing logs and tested in preproduction 

(but with production datasets).
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TO K E N I Z I N G  - A F T E R

• Better visibility of all errors.
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• Unique error message count: 124



D C AC H E

• Filebeat monitors and ships the contents of dCache’s logs.

• Billing logs contain transaction information within the scope of dCache.

• Access logs contain transaction information pertaining to the different 

door protocols (FTP, SRM, WebDAV, XRootD).

• Logstash parses these logs into fields to create Elasticsearch documents, 

and enrich them as necessary (DNS resolution, GeoIP, tags).

• Packetbeat monitors the door protocol ports to obtain network flows and 

TLS handshake response times and is aggregated in 1m in and 1h datasets.

• A custom script parses dCache’s webadmin pool queue table and sends it 

to Elasticsearch.
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D C AC H E OV E RV I E W  DA S H B OA R D
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TA P E  L I B R A RY  ( H S M )

• The library produces SNMP traps when there are failures which 

are stored in a MariaDB instance from where Grafana queries 

the information directly.

• Another MariaDB instance that records the tape library's 

devices and volumes actions.

• A custom script extracts the data and sends it to influxDB

where we can manipulate it for later visualization.
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TA P E  L I B R A RY  DA S H B OA R D
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S Y S T E M  S Y S LO G

• All our hosts’ kernel, auth and iptables logs are sent centralized via Syslog to one 

location and file.

• Filebeat monitors and ships the data.

• Logstash separates the three datasets (auth, iptables, syslog), parsing and 

enriching as necessary.

• Our goal is to monitor and detect hardware issues, unauthorized logins and 

network traffic rejections.

• This is one of the datasets we would like to apply machine learning anomaly 

detection.
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LO G I N S  OV E RV I E W  DA S H B OA R D
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LO G I N S  H O S T  DA S H B OA R D
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I P TA B L E S O V E RV I E W  D A S H B O A R D
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I P TA B L E S H O S T  DA S H B OA R D
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H TC O N D O R

• Two custom python scripts query the HTCondor:

• Every 15 minutes to obtain current jobs status.

• Every 1 hour to obtain job history.

• Both write all information to two different logfiles.

• Filebeat monitors and ships the data.

• Logstash parses these logs into fields to create 

Elasticsearch documents.
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H TC O N D O R J O B S '  S TAT U S
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WO R K E R  N O D E S  I N L E T  T E M P S

• A custom script queries all worker nodes' iDrac

interfaces to obtain current temperature.

• It writes all information to a logfiles.

• Filebeat monitors and ships the data.

• Logstash parses these logs into fields to create 

Elasticsearch documents, enriching it with 

infrastructure data.
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WO R K E R  N O D E S  I N L E T  T E M P S
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C U R R E N T  A N D  F U T U R E  WO R K

• Cleanup of existing datasets and re-processing in some instances.

• Creating 'events' database for overlay on Grafana and classification.

• Creating of time aggregated datasets (e.g. 1hour bins) to both 

reduce storage usage and normalization.

• Creating Grafana alerts from existing dashboards.

• “Tokenizing” more datasets.

• Creating tools for testing and implementing machine learning tools 

like anomaly detection, classification, correlation, prediction.

• Identification of datasets that can be brought together to create 

"vectors" for correlation analysis.

• Investigate the use of GPUs for this type of work.
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Follow us @TRIUMFLab

www.triumf.ca

Thank you
Merci



A D D I T I O N A L  M AT E R I A L
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A F W  P Y T H O N  PAC K AG E  ( W I P )
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Data

Inputs Data Processing Outputs

Json, csv, stout, etc.

      

processor 1 processor 2 ... Data

Python package/module for obtaining/sending data to/from given databases using 

custom "Request" objects and processing it with a desired tool via "processors".



A F W  C O N F I G  F I L E  E X A M P L E
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{
 "nodes": [
  {
   "src": {
   "name": "src",
   "type": "elasticsearch",
  "url": "http://localhost:9200"

  }
 },
 {

 "dst": { … }
 }
],

 "requests": [
 {

 "name": "src",
 "node": "src",
 "args": {...},
 "body": {

  "query": { … },
 }

 },
 {

"name": "dst",
 ...

 }
 ]

}

Request objects configured via JSON files. Can pass configuration arguments and 

database queries. Example:

http://localhost:9200


C O R E  RO U T E R  S F LOW

• Telegraf receives sflow data from our Juniper core router. Only a 

percentage sample of all data is captured due to its large 

magnitude.

• Data is stored on influxDB.

• One idea is to implement Snort/Suricata as an intrusion detection 

system.

• Logs would be sent to Elasticsearch
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C O R E  RO U T E R  S F LOW
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D C A C H E P ROTO C O L S  ( P A C K E T B E AT )
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S Y S T E M  S Y S LO G  H D D  E R RO R S

38

Fernando Fernandez Galindo

TRIUMF Scientific Computing Department

HEPiX Autumn 2023 Workshop

October 16-20, 2023


	Slide 1: Canadian ATLAS Tier-1 Analytics Infrastructure
	Slide 2: Analytics Project Motivation
	Slide 3: Software Overview
	Slide 4: Datasets
	Slide 5: Grafana
	Slide 6: Elastic Suite
	Slide 7: ElK Infrastructure
	Slide 8: New hardware (Fall 2022)
	Slide 9: ElK  Infrastructure
	Slide 10: ELK Pipeline
	Slide 11: Logstash Pipeline - Parsing
	Slide 12: Logstash Pipeline - Enrichment
	Slide 13: Logstash Pipeline – Final Stage
	Slide 14: Tokenizing - Before
	Slide 15: Tokenizing
	Slide 16: Tokenizing - After
	Slide 17: dcache
	Slide 18: dCache Overview Dashboard
	Slide 19: Tape library (HSM)
	Slide 20: Tape Library Dashboard
	Slide 21: System Syslog
	Slide 22: Logins Overview Dashboard
	Slide 23: Logins HOST Dashboard
	Slide 24: IPTables Overview Dashboard
	Slide 25: IPTables HOST Dashboard
	Slide 26: HTCondoR
	Slide 27: HTcondor Jobs' Status
	Slide 28: Worker Nodes Inlet Temps
	Slide 29: Worker Nodes Inlet temps
	Slide 30: Current and future work 
	Slide 31: Thank you Merci
	Slide 32: Additional Material
	Slide 33: AFW Python Package (WIP)
	Slide 34: AFW Config file Example
	Slide 35: Core Router Sflow
	Slide 36: Core Router Sflow
	Slide 37: DCache protocols (Packetbeat)
	Slide 38: System Syslog HDD Errors

