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Holland Computing Center @ UNL in brief

Red (USCMS Tier2 cluster)

e ~372nodes, 16k job slots (threads)
e 10PB Ceph storage

Swan (HPC cluster)

e ~340 nodes, 16k cores
e Mellanox IB
e 54PBlustreon ZFS

Anvil (Openstack cloud)

e 76x20 core 256GB nodes
e 349TB Ceph storage (Jewel! Yikes!)

Flatiron (CMS Analysis Facility)

e 832cores+ V100 +2x P100 GPUs
e ~100TB CephonNVMe

3x datacenters

600 kW inuse

Common (shared storage)
e 19PBBeeGFSonZFS

Attic (archival storage)
e 2PBZFS

External projects

° NRP
o 3072cores
o 195 GPUs
o 14TB RAM
e PATh

o 15k cores
o 1PBstorage



Analysis Facilities (from a non physicist PoV)

How the physicists see “Analysis Facilities”
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Homelab (https://domalab.com)

“Analysis Facilities” could be any type of resource from laptop to Tier-2

HEP data access Number of cores to Recipe how to run Disk space Favorite analysis
scale code frameworks available
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Analysis Facilities:
What the physicist users dream about

e Quick interactive analysis turnaround: “/ want to get my
preliminary plots to be ready over coffee break”

e User improvement experiences (UX): let’s help physicists focus
on the physics

e Methods for efficient data scaling, caching at AFs: more
challenges with data-intensive analysis pipeline

e Datareusability: AF should support extraction of user defined
experiment data formats to migrate them onto other facility,
laptops or workstations at home institutions or at home
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Analysis Facilities:
What the resource managers dream about

e Easy deployment and reproducible setup: Kubernetes can help
to facilitate an easy AF deployment within Tier-X facilities (e.g.
co-locating next to existing computing resources)

e Modularity: Kubernetes is ideal for demanding applications that
require complex configurations (focusing on modular
orchestration)

o “Self-healing”: easy rollback with Kubernetes
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Building blocks for analysis facilities

Easy integration with scalable computing resources

Modern authentication (IAM/OIDC), tokens, macaroons

Modern deployment and integration techniques



What we built:
Flatiron

12x Dell R750

2x Xeon 6348 (56C/112T)
512GB RAM

10x 3.2TB NVMe drives
2x100Gb

2x Dell S5232F-ON switches

e 200+Gbps path to Internet2/ESnet
Bonus GPUs

e 1xNVIDIA V100S
e 2xNVIDIAP100

Bonus CPUs
16x 8C i7 3.0GHz desktops w&1H%x9806s
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Flatiron Kubernetes Cluster

AlmaLinux 8.7

Kubernetes 1.27.6

3x master/etcd nodes, keepalived + HAProxy

Calico + BGP and MetalLB

Ceph via Rook.io (106 TB 3x replica NVMe, 5x OSD per drive)
Ceph via Skyhook (9TB testing)

Dex + ClLogon for APl access

Jupyter auth: OpenlD Connect (OIDC)
o CMS with CERN IAM
o ClLogon with COmanage for Opendata facility

e Traefik, Flux, Git, CVMFS, Dask, etc...



Casa Infrastructure &
Management

e Configs for casa are keptin GIT
e Changes follow gitops techniques
e Changes are applied in-situ via a Flux agent

git

»

~ flux

O Search or jump to... Pull requests Issues Codespaces Marketplace Explore

8 CoffeaTeam / coffea-casa-config

<> Code (@ Issues (17) 11 Pullrequests ® Actions [ Projects @ Security |~ Insights &3 Settings

# 10 branches ©) 1tag [ Go to file ] [ Add file » ]

ﬁ Sam6734 Update secret_creation_hook.py 9d28913 36 minutes ago ) 1,370 commits

B@ manifests Update secret_creation_hook.py 36 minutes ago

O fluxyaml Add Flux config file (default) 2 years ago

[ README.md Update README.md last year

[ kubeseal-flatiron.pem corrected secrets, added flatiron kubeseal key 8 months ago k u b e r n e t e s
[} kubeseal-kube.pem corrected secrets, added flatiron kubeseal key 8 months ago 9
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https://iris-hep.org/projects/coffea-casa.html
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Remote data
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Grid / cluster site resources
Kubernetes resources

Per-user resources

Shared resources between users
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Coffea-Casa
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https://iris-hep.org/projects/coffea-casa.html

The Four Casa Instances

Opendata Analysis Facility @ T2 US Nebraska

Compact Muon Solenoid

Welcome to cms

Sign in with

Your X.509 certificate

CERN SSO

Not a member?

Apply for an account

You have been successfully authenticated as
CN=Carl
Lundstedt,CN=514102,CN=clundst,0U=Users,0U=0rganic
Units,DC=cern,DC=ch

e CMS-Prod (https://coffea.casa)
e (CMS-Dev

Slide shamelessly stolen from Carl Lundstedt

Useful Links

Coffea-Casa Support Page Coffea-Casa Docs

News

Watch here for announcements!

Register for access

Authorized Users Only:
Sign in with OAuth 2.0

Opendata-Prod (https://coffea-opendata.casa)
Opendata-Dev
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https://coffea.casa

@ coffea.casa/hub/spawn

: Ju pyte rhub Home  Token garhan.attebury@cern.ch | ® Logout

Server Options

o

Coffea 0.7.21 Base Image

Coffea-casa build with coffea 0.7.21/dask
2022.05.0/HTCondor and cheese
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@ coffea.casa/hub/spawn-pending/garhan &

: Jjupyter hub Home  Token garhan.attebury@cern.ch

Your server is starting up.

You will be redirected automatically when it's ready for you.

2023-10-18T01:05:21Z [Normal] Started container cmsaf-secrets-chowner

» Event log

@ Logout
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@ coffea.casa/user/garhan.attebury@cern. &

: File Edit View Run Kernel Git Tabs Settings Help

[ ] * (¢] ™ Terminal 1 X | [A examplel.ipynb e  + %
B + X DO B8O » = C » Markdownv © git

Filter files by name Q ‘

@)

» / coffea-casa-

tutorials / examples / - Coffea-Casa Benchmark
o Name - Last Modified Example 1
o W] examplet.i... a year ago
r‘ [®] example2.i... 2 years ago import numpy as np
[®] example3.i... 2 years ago smatplotlib }nhne .
. from coffea import hist
Q} [A] exampled.i... 2 years ago import coffea.processor as processor
[ example5.i... 2 years ago import awkward as ak
. from coffea.nanoevents import schemas
.— | [Al example6.i... 2 years ago
(7] example7.i... 2 years ago t This program plots an event-level variable (in th:
* [®] example8.i... 2 years ago
* Th 1 1 i lysis t
o A Untitled.ip... % Hilkilte a0 e processor class bundles our data analysis toge¢

lass Processor(processor.ProcessorABC):

[®] zpeak_exa... 2 years ago def __init_ (self):

# Bins and categories for the histogram are
dataset_axis = hist.Cat("dataset", "")
MET_axis = hist.Bin("MET", "MET [GeV]", 50,

# The accumulator keeps our data chunks toge
self._accumulator = processor.dict_accumulat
'MET': hist.Hist("Counts", dataset_axis,

'cutflow': processor.defaultdict_accumu’
1)

1 2 {8 ¢ master Python 3 (ipykernel) ... Mode: Comm... & Ln1,C...

Simple examplelip... 0 Q




Workflow Scale Out

Scale out is accomplished with a custom Dask-Jobqueue Class that
deploys Dask worker nodes in either our T2 resource or in an
condor cluster running inside the Flatiron kubernetes.

name address nthreads
Total (28) 52

htcondor-187¢ tls://red-c7123.unl.edu:33963
htcondor-187¢ tls://red-c7124.unl.edu:37153
htcondor-187¢ tis://red-c7125.unl.edu:34933
htcondor-187¢ tls://red-c7122.unl.edu:45901
htcondor-187¢ tls://red-c7127.unl.edu:45173
htcondor-187¢ tls://red-c7126.unl.edu:36439

htcondor-187¢ tis://red-c7123.unl.edu:38615

NN NN NN

htcondor--187¢ tls://red-c7124.unl.edu:40741
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cpu
1%
12%
12%
10 %
14 %
8%

14 %
14 %

12%

memory
9.9 GiB

395.1 MiB
393.1 MiB
402.2 MiB
359.6 MiB
399.3 MiB
362.5 MiB
400.6 MiB

398.5 MiB

limit

150.1 GiB
5.7 GiB
5.7 GiB
5.7 GiB
5.7 GiB
5.7 GiB
5.7 GiB
5.7 GiB

5.7 GiB

memory %
6.6 %
6.7 %
6.7 %
6.9 %
6.1%
6.8 %
62%
6.8 %

6.8 %

managed
70.7 KiB
26 KiB
26 KiB
26 KiB
26 KiB
26 KiB
26 KiB
26 KiB

26 KiB

unmanaged ¢ unmanage:

1.8 GiB

55.0 MiB
55.6 MiB
55.7 MiB
57.8 MiB

55.7 MiB

8.2 GiB

7/ DASK

#1ds

74

H'I'Condo

304.6 MiB
343.7 MiB
306.8 MiB
342.8 MiB

342.8 MiB

0.0
0.0
0.0
0.0
0.0

37
37
37
37

i ngh Throughput Computing
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Storage & Data Access

Each user give 10GB of persistent storage on login
XCache via Tokens issued at login

cern.ch CVMFS mounted in the user pods
dasgoclient / rucio / EOS access

User's T2 /store/user mounted in the user pod

s

O O =«

& @

*

File Edit View Run Kernel Git Tabs

Bl - o

Filter files by name Q

B8 / analysis-grand-challenge /

Name - Last Modified
B8 analyses 4 days ago
Bm datasets 4 days ago
@ docs 4 days ago
i tests 4 days ago
B workshops 4 days ago
[ LICENSE 4 days ago
M README.md 4 days ago

Slide shamelessly stolen from Carl Lundstedt

Settings  Help

B Terminal 2 X | W ttbar_an

groups: cannot find name for grou;
cms-jovyan@jupyter-clundstedt-40u
alma8_aarch64_gccll COMP
alma8_amd64_gccl0 crab
alma8_ppc64le_gccll crab3

bin cs8_aarch64_¢
bootstrap.sh cs8_aarch64_(
bootstraptmp cs8_amd64_gct

cc8_aarch64_gcc8 cs8_amd64_gct
cc8_aarch64_gcc9 cs8_ppcb4le_(
cc8_amd64_gcc8 cs8_ppc64le_(
cc8_amd64_gcc9 cs9_amd64_gct
cc8_ppcbdle_gcc8 cuda-compatil
cc8_ppcb4le_gcc9 cvmfs

CMS@Home cvmfs-cms. ce:
cmsmon el8_aarch64_¢
cms-service-dgm el8_aarch64_(

cmsset default.csh  elR amdfd ace

XRootD
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Triton Inference Service

e TJoleverage the few GPUs we have an inference service is deployed
e T[raining sets are able to be stored in an S3 bucket deployed for just this task.

s3://rook-ceph-rgw-my-store.rook-ceph.svc:80/triton-c9adf042-ffb8-4221-bd42-e385efbld0e2

10426 14:13:43.918751 1 metrics.cc:650] Collecting metrics for GPU @: Tesla V100S-PCIE-32GB
10426 14:13:43.918929 1 tritonserver

triton
2.25.9

server_id
server_version
server_extensions classification sequence model_repository model_repository(unload_dependents) schedule_policy mode
s3://rook-ceph-rgw-my-store.rook-ceph.svc:8@/triton-c9adf@42-ffb8-4221-bd42-e385efbld@e2

MODE_EXPLICIT

model_repository_path[@]
model_control_mode

)

OFF
268435456
67108864
)

6.9

strict_model_config

rate_limit
pinned_memory_pool_byte_size
cuda_memory_pool_byte_size{@}
response_cache_byte_size
min_supported_compute_capability
strict_readiness

exit_timeout

|
|
|
|
|
|
startup_models_@ | *
|
|
|
|
|
|
|
|
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How it's going...

“We have a Tier-2 cluster!”
“Great! Lets do kubernetes t00.”
“We now have a Tier-2 and kubernetes!”
“Great! Lets integrate the two.”
“We now have a Tier-2, k8s, and a boatload of technical debt...”

Ok, not that bad. We have other kubernetes clusters for other
projects. Enough expertise locally that we're not not going to do it.

18



Wishlists...

e Dask workers as HTCondor jobs on our Tier-2 (done)

e Dask workers with native access to the Ceph storage on our
Tier-2 (technically possible, but no)

e Skyhook on the Tier-2 Ceph storage (custom images, technically
possible, but again no)

e Allroadsleadto — k8s it seems
e USCMS Tier2 native in Kubernetes? Why not?
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Future plans

e Continue iterating to make user experience more pleasant
o CVMES available within notebooks (exists)
o EOS access and dasgoclient/rucio clients (exists)
o Custom image support via Binderhub (not yet)

e Performance, especially latency
o ldeally not on 13 year old hardware this time.
o GPUs (more, and MIG-able ones would be nice)

e Reproducibility at other sites
e Expanded/refreshed/ new kubernetes clusters (Cilium?)

e |Pv6 (sorry Davel)
o Tier-2 Cephand k8s are v4 only at present

e Rather than integration of Flatiron with Tier-2, recreate Tier-2
natively within Flatiron



... and now to tear it all down

360 DEGREE CONCOURSE
SOUTH STADIUM REPLACEMENT © 270 DEGREE CONCOURSE

VERTICAL CIRCULATION UPGRADES
RESTROOM AND CONCESSION UPGRADES 3

NORTH STADIUM RENOVATIONS

Analysis Facility
Lives Here
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Questions?

Thanks to the others involved: Carl Lundstedt, John Thiltges
Oksana Shadura, Andrew Wightman, Sam Albin, Brian Bockelman

https://iris-hep.org/projects/coffea-casa.html

Coffea-Casa: building composable analysis facilities for the HL-LHC

Presentation from Brian Bockelman at CHEP 2023

AGC Analysis Facility Summary Presentation
by Carl Lundstedt at AGC Workshop, May 4, 2023
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https://docs.google.com/presentation/d/16ZoozW5P4zr2xsHf5oHJn_ccSvr7myn_AwAxwox6mLY/edit#slide=id.g2329f05daf6_2_90

