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The High-Lumi LHC will provide the experiments with unprecedented high statistics data 


• extend discovery reach in searches for new physics & rare SM processes 


• improve Higgs boson and SM precision measurements

HL-LHC opportunities and challenges
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This will happen in a very challenging environment for the experiments


• instantaneous luminosity of 5-7 x 1034 cm-2 s-1 


• expected average pileup of 200, resulting increase of particle density


• radiation damage to the detector

Phase-II upgrades of the CMS detector were designed to maintain 
excellent detection ability, and even improve performance wrt 
current detector


• including tracking in hardware trigger plays a crucial role

1.4. Physics reach of the Level-1 Phase-2 Trigger 25

5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8
(GeV)φφM

0

0.02

0.04

0.06

0.08

0.1

0.12

 c
an

di
da

te
s

s
No

rm
al

ize
d 

# 
of

 B L1 Signal

Offline Signal

L1 Background

 Phase-2 SimulationCMS 14 TeV, 200 PU

 [cm]τc
0 2 4 6 8 10

Ev
en

ts
 

0

50

100

150

200

250

300

350
 4b] = 0.55 fb, L1 Rate = 25 kHz→ a a → [H(125) BH125σ

 = 15 GeV
a

Ext. Displaced Tracks, m
 = 15 GeV

a
Prompt Tracks, m

 = 30 GeV
a

Ext. Displaced Tracks, m
 = 30 GeV

a
Prompt Tracks, m

 Phase-2 SimulationCMS  -114 TeV 200 PU  3 ab

Figure 1.9: Left: Invariant mass distribution of Bs ! ff ! 4K events, as seen at the L1
trigger level (full histogram) and using offline tracks (dashed histogram). Right: Number of
H ! aa ! bbbb events selected with a dedicated HT trigger based on displaced tracker-only
jets (full curves); the dotted curves show the corresponding number when standard (prompt)
tracks are used instead. In both cases, the normalization corresponds to 3000 fb�1 of integrated
luminosity.

multi-lepton triggers that target such processes. However, the online selection of these signal
events, usually performed via double-muon triggers, has become a challenge already during
the Run-2 of the LHC. The Phase-2 L1 trigger upgrade overcomes the limitations encountered
during Phase-1 through the extensive usage of L1 Tracks, which have an excellent resolution in
pT (allowing the thresholds to be lowered) and in position (allowing variables such as invariant
masses to be used). In order to illustrate the gain brought in by the Phase-2 trigger system for
such final states, the FCNC process Bs ! ff ! 4K and the LFV process t ! µµµ have been
considered. The techniques discussed here can easily be used to address several other analyses
with light mesons, such as rare Higgs boson decays (H ! rg, H ! fg).

• The Bs ! ff ! 4K process, which is forbidden at tree level and highly suppressed
at higher orders in the Standard Model, is a good indirect probe for BSM physics,
especially via measurements of CP violating asymmetries in this decay. In Phase-1,
a dedicated trigger for this process could not be built. A Phase-2 trigger algorithm,
that demands four low-pT L1 tracks (2 GeV) and reconstructs the invariant masses
of the f and Bs mesons, provides 30% signal efficiency. As an illustration, Fig. 1.9
(left) shows that the resolution on the Bs mass achieved with the L1 tracks is nearly
as good as the one that is obtained from offline tracks. This trigger is described in
detail in Section 4.3.3. This channel serves here as an example for similar processes.

• The LFV process t ! µµµ is a flagship analysis of the HL-LHC physics program. At
the LHC, most of the t leptons are produced via the decays of D and B mesons, and
the decaying muons appear collimated, predominantly in the forward region of the
detector. In Phase-1, the triggering strategy at Level-1 was based on the requirement
of two standalone muon tracks with |h| < 1.6. In Phase-2, the trigger will require
muon-jets, comprised of three objects, a combination of standalone unmatched stubs
and track-matched muons, and impose restrictions on their maximum spatial sep-
aration and on their invariant mass. The extended acceptance (|h| < 2.4) together
with the exclusive requirements that allow the pT thresholds to be lowered, result in

pp collision event with PU ~ 100

Bs → ϕ(K+K−)ϕ(K+K−)

CMS-PHO-EVENTS-2016-008 

CMS-TDR-021
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CMS trigger upgrade

• The entire trigger system will be replaced for HL-LHC


• Still based on a 2-level trigger approach to reduce the  
40MHz collision rate down to 7.5 kHz


• hardware Level 1 (L1) trigger 


• software High Level Trigger (HLT) 


• Significant challenge in data processing


• huge amount of input data bandwidth (~63Tb/s)


• decision window of 12.5μs (4μs for track reconstruction)  

• Tracking information will be used for the first time at L1!


• On-detector filtering to reduce hit rate 


• Off-detector track finding algorithm implemented on Xilinx FPGAs

3

Challenges
• Price to pay for high luminosity  

— extreme pileup  
‣ At HL-LHC, expect on average  
200 overlapping pp collisions 

• Particularly challenging for  
trigger system 
‣ Inclusion of tracking central to 

mitigating effects of pileup

!4

ATLAS & CMS:  Trigger System
• Current trigger systems

• L1 trigger
• Hardware-based, implemented in custom-built electronics
• Muon & calorimeter information with reduced granularity, no tracking information

• High-Level Trigger (HLT)
• Software-based, executed on large computing farms
• Tracking information & full detector granularity
• ATLAS use level-2 & event filter, CMS single-step HLT

19

ATLAS:  3 physical levels CMS:  2 physical levels

Wesley Smith, U. Wisconsin, October 3, 2013 ECFA – HL-LHC: – Trigger & DAQ -  3 

Journey to HL-LHC 
2012-2013 run: 

•  Lumi = 7 x 1033, PU = 30, E = 7 TeV, 50 nsec bunch spacing 
•  2012 ATLAS, CMS operating: 

•  L1 Accept ≤ 100 kHz,  
•  Latency ≤ 2.5 (AT), 4 µsec (CM) 
•  HLT Accept ≤ 1 kHz 

Where ATLAS & CMS will be: 
•  Lumi = 5 x 1034 

•  <PU> = 140, Peak PU = 192 (increase × 6)  
•  E = 14 TeV (increase × 2)  
•  25 nsec bunch spacing (reduce × 2) 
•  Integrated Luminosity > 250 fb-1 per year  

Need to establish scenario for L1 Accept, Latency, HLT 
Accept & new trigger “features” (e.g. tracking trigger) 
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Simulated event display with average pileup of 140
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• Trigger system reduces 40 MHz 
collision rate to data rate that can be 
read out & written to disk 

• w/o tracking, L1 output for PU=200 
is ~4000 kHz

~



CMS L1 trigger scheme @HL-LHC
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8 Chapter 1. Introduction and overview

Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2 L1
trigger receives inputs from the calorimeters, the muon spectrometers and the track finder. The
calorimeter trigger inputs include inputs from the barrel calorimeter (BC), the high-granularity
calorimeter (HGCAL) and the hadron forward calorimeter (HF). It is composed of a barrel
calorimeter trigger (BCT) and a global calorimeter trigger (GCT). The muon trigger receives in-
put from various detectors, including drift tubes (DT), resistive plate chambers (RPC), cathode
strip chambers (CSC), and gas electron multipliers (GEM). It is composed of a barrel layer-1
processor and muon track finders processing data from three separate pseudorapidity regions
and referred to as BMTF, OMTF and EMTF for barrel, overlap and endcap, respectively. The
muon track finders transmit their muon candidates to the global muon trigger (GMT), where
combination with tracking information is possible. The track finder (TF) provides tracks to
various parts of the design including the global track trigger (GTT). The correlator trigger (CT)
in the center (yellow area) is composed of two layers dedicated to particle-flow reconstruction.
All objects are sent to the global trigger (GT) issuing the final L1 trigger decision. External
triggers feeding into the GT are also shown (more in Section 2.6) including potential upscope
(mentioned as ”others”) such as inputs from the MTD. The dashed lines represent links that
could be potentially exploited (more details are provided in the text). The components under
development within the Phase-2 L1 trigger project are grouped in the same area (blue area).
The various levels of processing are indicated on the right: trigger primitives (TP), local and
global trigger reconstruction, particle-flow trigger reconstruction (PF) and global decision.

processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
only based objects, such as jets and missing transverse momentum. The GTT can also be used

vertex reconstruction & 
track-only object ID

CMS-TDR-021

track parameters & 
quality flags

https://cds.cern.ch/record/2714892?ln=en


Benefits of tracking @L1

• Usage of tracking information in hardware trigger allows to


• improve pT resolution and particle identification → lower trigger thresholds 


• identify primary interaction vertex, mitigating the pileup effects


• associate objects to a common vertex


• perform Particle Flow reconstruction already at L1 (also thanks to the fine calorimeter granularity)

5
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increased lepton pT threshold used in the analysis [1]. See Section 4.2 for more details.

20 40 60 80 100 120 140
 [GeV]

T
Lepton p

0

1

2

3

4

5

6

 A
rb

itr
ar

y 
un

its

CMS Phase-2 Simulation 14 TeV
), 28 kHz (e)µThresholds for a rate of 42 kHz (

tt→bb��qq

Single  
top

! w
ith

 L
1 

tr
ac

ks

e 
w

ith
 

L1
 tr

ac
ks

� w
ith

ou
t L

1 
tra

ck
s

e 
w

ith
ou

t 
L1

 tr
ac

ks

HH →bb�� → bb��h  + �

 threshold, [GeV]
T

Leptons p
20 25 30 35 40

 u
g)

→
Br

(t 

2
4
6
8

10
12
14
16
18
20

6−10×

CMS Phase-2 Simulation

95% CL Expected Limit

 1 std. deviation±

 2 std. deviation±

 (14 TeV)-13000 fb

Figure 1.5: Left: Simulated distributions of transverse momentum of the electron and muon
produced in HH, single top-quark, and the semileptonic decays of tt. The vertical lines corre-
spond to the offline pT thresholds at which the single object trigger efficiency reaches 95% of
the efficiency plateau. The solid vertical lines correspond to the trigger thresholds provided by
the Phase-2 L1 trigger system (at 200 pileup) matching the thresholds currently deployed by
the L1 menu for Run-2. The dashed vertical lines correspond to the trigger thresholds required
to achieve the same rate using trigger algorithms that do not make use of L1 tracks. Right: The
expected exclusion limits at 95% CL on the FCNC t ! ug branching fraction as a function of
the offline leptons pT threshold.

1.4.1.2 Final states requiring double-photon trigger algorithms

• Higgs boson pair production (HH ! ggbb̄). As shown in Ref. [1], one of the most
sensitive decay channels to access di-Higgs production is HH ! ggbb̄, where the
event selection relies on a double-photon trigger with thresholds as low as those
used in Phase-1. Harvesting these rare events would contribute to obtaining evi-
dence of the HH process, which constitutes one of the main goals of the CMS Phase-2
physics program.

• Higgs boson decay into photons (H! gg). This final state benefits from the com-
plete reconstruction of the Higgs boson kinematics and from the clean signature of
the diphoton invariant mass. Hence, this channel is particularly suited to perform
the measurement of the Higgs boson differential cross sections and in particular of
the Higgs boson pT spectrum, including the low pT regime. During Phase-1, this ma-
jor discovery channel relied on the double-photon trigger. The baseline strategy to
pursue this analysis remains similar to Phase-1 and therefore the trigger thresholds
applied should sustain a selection as inclusive as possible.

Figure 1.6 displays the inclusive pT spectrum of the sub-leading photon in single and dou-
ble Higgs boson final states. In the case of Higgs boson pair production, one of the Higgs
bosons decays into photons. The trigger threshold on the sub-leading leg of the double-photon
trigger allowed by the upgraded Phase-2 L1 trigger is compared to the one expected with-
out any tracking information used. The Phase-2 photon objects reconstruction exploits both

140 Chapter 3. Trigger algorithms
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Figure 3.77: Overview of the PF+PUPPI algorithm. Time is indicated roughly by motion from
left to right and the solid black boxes indicate the grouping of the algorithm across different
boards(Correlator Layer-1, Correlator Layer-2 and Global Track Trigger). Each shaded box,
regionizer, linker, and clustering denote firmware blocks needed for the algorithm. PF it the
top green box denotes particle-flow. Both the forward PUPPI (from HF) and the clustering
can be run before Correlator Layer-1 in which case the inputs to the regionizer will be the
clusters. Correlator Layer-2, the algorithmic layer constitutes a broad class of different types of
algorithms that can be run in parallel on separate boards. While for Correlator Layer-2, PUPPI
particle inputs are considered the default. There is the possibility of PF candidate inputs as
well, this is indicated by the green dashed line.

In the barrel, where electromagnetic energy deposits can be reconstructed with the finer gran-
ularity provided by the ECAL while hadronic deposits cannot, a three step procedure is used:

1. Each track is linked to the closest electromagnetic cluster (EM) if any is found within
DR < 0.04 and the association is used for all EM clusters to compute the scalar sum of
the pT of all associated tracks.

Clusters with no associated tracks are tagged as photons, while if pcluster
T � Â ptrack

T � 2s
the tracks are tagged as electrons and furthermore if pcluster

T � ptrack
T � 1s then the excess

is promoted to a photon, with the h, f coordinates of the cluster.

If instead pcluster
T < Â ptrack

T � 2s, the cluster is discarded as it is likely originating from a
hadronic shower starting in the electromagnetic calorimeter.

In this comparison, the tolerance s is the largest between the expected momentum reso-
lution for the cluster and for the sum of the tracks, in both cases extracted from look-up
tables as function of the pT and |h| (in case of multiple tracks, their resolutions are added
in quadrature).

2. Surviving EM clusters are linked to the closest hadronic cluster, and the energy of the
hadronic clusters is updated subtracting that of all linked EM clusters. The subtraction

CMS-TDR-021
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• Entire tracker detector will be replaced during LS3


• increased granularity and pseudo-rapidity acceptance, radiation tolerance, and lower mass


• Outer Tracker (OT) will consist of 6 barrel layers and 2 x 5 disks 


• tilted geometry for better trigger performance and reduction in number of modules


• PS and 2S modules provide pT discrimination in front-end electronics through hit correlations 
between two closely spaced sensors

Phase 2 Outer Tracker

6



• Two kinds of modules (PS and 2S) will be used in different regions of the detector


• Correlated pairs of clusters consistent with a pT > 2 GeV track form a stub


• input to the track finding algorithm


• cut at 2 GeV will allow a factor ~10 data reduction

Tracker input to the L1 trigger

7

Institute for Data Processing and Electronics (IPE)4/46 luis.ardila@kit.edu - Jan 31, 2021

CMS Tracker Upgrade 

pT discrimination provided by use of special 

modules

– Pairs of closely spaced silicon sensors, 
separated 1.6 - 4 mm

– Signals from each sensor are correlated

– Only hit pairs compatible with pT > 2 – 3 GeV/c 

(“Stubs”) are forwarded off-detector

– Factor ~10 data reduction ~15,000 stubs per 
bunch crossing

Institute for Data Processing and Electronics (IPE)4/46 luis.ardila@kit.edu - Jan 31, 2021

CMS Tracker Upgrade 

pT discrimination provided by use of special 

modules

– Pairs of closely spaced silicon sensors, 
separated 1.6 - 4 mm

– Signals from each sensor are correlated

– Only hit pairs compatible with pT > 2 – 3 GeV/c 

(“Stubs”) are forwarded off-detector

– Factor ~10 data reduction ~15,000 stubs per 
bunch crossing

“



• Extensive parallel processing to cope with high data rate and large combinatorics


• takes advantage of natural detector segmentation (9 sectors in ϕ)


• further within-sector parallel processing dividing ϕ into “virtual modules” 


• use of time-multiplexing (x18) to implement multiple identical processors 


• Flexible and scalable architecture

L1 tracking system overview

8

Parallelization 
• Extensive parallelization in space & time (time multiplex of 18) 

• Detector divided into 9 hourglass-shaped φ sectors 
‣ Hourglass shape prevents tracks  

above given pT threshold from  
entering >1 sector => no cross- 
sector communication required! 

‣ Critical radius tuned to minimize  
overlap of stubs 

• Within-sector parallel data processing 
‣ Divide φ sector into “virtual modules” 
‣ Throughout algorithm, only consider combinations  

compatible with >2 GeV =>  
key to minimize combinatorics & simplify firmware

!12Eff by Tracklet Seed 

This plot is based on emulation of the firmware.  It shows the efficiency 
versus eta depending on which layers are used to create the tracklet.  It 
demonstrates where we have coverage and redundancy for different 
tracklet seedings.  The sample is single muon gun with Pt>10 GeV. The 
dip in eff around eta=0 for the barrel layer 5+6 tracklet is mostly likely 
due to poorer pointing resolution of tracklet since it is formed from two 
layers of silicon with just strips (i.e. no pixels).  Poor pointing around 
eta=0 may lead to incorrect association to virtual module boundary at 
eta=0. We are investigating ways to mitigate this. 
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Tracklet Seed
Barrel Layer 1+2
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Barrel Layer 5+6
Disk 1+2
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Barrel Layer 2 + Disk 1

Muon Track Finding

§ Seeds (tracklets) are formed from one stub in 
odd layer VM and one in even layer VM 
§ Each pair are processed in parallel
§ Total 24*16=384 pairs of VMs for a given seeding 

layer/disk pair
§ Only 120 pairs are consistent with pT>2GeV 

tracks, and only these are connected in the 
project

§ Large reduction of combinatorics!

3/20/18CTD 2018 10

§ Tracklets are further processed
§ Compute initial track parameters 

with IP constraints
§ Compute its projection to other 

layers/disks

§ Seedings are done in multiple 
Layer/Disk pairs in parallel
§ L1L2, L3L4, L5L6, D1D2, D3D4, L1D1, 

L2D1, …
§ Built-in redundancy for good η

coverage

A. Hart

critical  
radius

duplicated
unique

2.1 Interface to the Outer Tracker 3

chosen to implement a “dual-star” back-plane configuration, with up to two (hub) blades pro-66

viding communication channels to up to 12 subdetector (node) blades. These communication67

channels will provide 1000base-T, infrastructure clocks, and the CMS-specific signaling needed68

for TCDS2.69

The interfaces at each layer of the OT backend are described in Sections 2.1 - 2.3. Section 2.470

discusses the dimensions and configuration of the overall OT backend system.71

Detector φ 
sector

Track Finding 
nonant

24

DTC

DTC

TFP

Outer Tracker DTC
Data Trigger & Control

TFP
Track Finder Processor

24

18

x9 TF nonants in φ

x18 time slices per nonant;
each TFP receives input data from two 

neighbouring detector φ sectors (48 DTCs)

x9 detector φ sectors

x24 DTCs per detector φ sector;
each DTC transmits to two 

neighbouring TF nonants (36 TFPs)
x9 detector φ sectors

Figure 2: Baseline system architecture using DTCs to time-multiplex stub data before transmis-
sion to the Track Finding Processors (TFPs). DTCs are required to duplicate any stubs falling
within the nonant boundary regions (dark green) to two neighbouring Track Finding nonants.
Any given DTC only ever handles modules consistent with a single detector sector. With a
time-multiplexing period of 18, a single TFP receives all data for one nonant for one event,
every 18 BX.

2.1 Interface to the Outer Tracker72

Each module in the Outer Tracker is to interface with the backend electronics via its own pair of73

bidirectional 850 nm multimode optical fibres, up to 100 m in length, as defined by the Versatile74

Link Plus (VL+) project [4]. The VL+ provides provides a multi-gigabit per second optical75

physical data transmission layer for the data readout and control of High Luminosity LHC76

(HL-LHC) experiments. This includes a radiation tolerant optical transceiver, the VTRx+ which77

is included on every OT module.78

2.1.1 Physical Connectivity79

The OT fibres will be grouped by f-sector, spanning ±z. Individual nonants consist of approx-80

imately 500 TB2S, 310 TBPS, and 660 TEDD modules. At PP1, outside the Tracker envelope,81

the physical links are arranged into trunk fibre bundles that each contain 72 up-links (from82

detector) and 72 down-links (to detector), organised into 6 24-fibre ribbons (12 bi-directional83

pairs) at each end, terminated with MTP-24 type connectors. Each trunk cable is served by a84

single DTC, therefore each OT DTC must be able to read out and control 72 modules. The con-85

struction of the passive cabling chain ensures that each DTC need only communicate with one86

type of OT module. The module type is defined by whether it is 2S or PS, and in the case of PS87

modules, also by the configuration of the lpGBT uplink. Per sector there are a total of 12 trunk88

cables for the 2S system, and 12 for the PS system, thus 24 DTCs are required per f-sector.89

The VL+ project also defines the physical interface at the backend. Each DTC will implement90

six VL+ commercial off-the-shelf backend array modules (Firefly) provided by Samtec [? ].91
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1. Pairs of stubs from adjacent layers/disks  
form a seed 


2. Track parameters initially estimated from  
tracklet + beamspot constraint 


• only combinations with pT > 2 GeV kept


3. Project potential track to other layers/disks and associate 
compatible stubs within predefined narrow windows


• propagation both inward and outward


• minimum number of stubs required

9

Track finding algorithm (1)
Road search algorithm based on tracklet seeds

L1 tracking hybrid algorithm

• Goal is to reconstruct all (prompt *) tracks with pT > 2 GeV 

• Hybrid algorithm  

‣ Road-search algorithm based on “tracklet” seeds  

‣ Combined with Kalman Filter fitting for identifying best stub candidates + 
calculating track parameters 

 6

Emulation ⇔ Firmware Comparisons (1)

• Goal:  Systematic large-scale comparison between firmware & emulation

‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!

18

Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs

• Search windows derived from 
residuals between projected 
tracklets & stubs

• Both inside-out & outside-in

4
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Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

trackletstub pair

tracklet

fitted track

S. Kyriacou, B. Yates, 
J. Chaves, LS

TRACK FINDING ALGORITHMS �5�5

Thomas James

increased precision of track parameters

Layer (L) 1 L2 L3 L4 L5 L6 L7 L8

precise 
track 

parameters

coarse 
track 

parameters

3D KALMAN FILTER (KF)
▸ Commonly used iterative algorithm; series of 

measurements containing inaccuracies and noise -> 
estimates of unknown variables 

1. Initial estimate of track parameters (HT seed) & 
their uncertainties 

2. Stub used to update state  (weighted average) 

3. χ2 calculated, used to reject false candidates, 
incorrect stubs on genuine candidates 

4. Repeat until all stubs are added
seed 
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state 
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state 
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stub-state associator

FIFO 2 state filterFIFO 3 tracks 
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BRAM for later retrieval
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states
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Updates matrices & 
state with weighted 
average of previous & 
new inputs

KF worker - simplified firmware diagram

state updater 
(HLS)

Latency ~1 μs

Tracklet seed 
& search
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fitting +

* Displaced tracking also under development (see later)
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Track finding algorithm (2)

4. Removal of duplicate tracks


• pattern recognition produces multiple track candidates per each 
charged particle


• redundant seeds ensure high efficiency, but lead to duplicate 
tracks 


• additional duplicates may originate from combinatorial stubs 


• stubs of replicated tracks are joined into a “merged” track candidate

Duplicates & merging
• By construction, pattern recognition produces duplicate track candidates for 

a given charged particle 

‣ Redundancy in seeding (L1+L2 vs L3+L4, etc) ensures high efficiency, but leads 
to a given particle found >1 time 

‣ Additional duplicates may originate from tracks with combinatorial stubs 

• Duplicates are removed by merging track candidates prior to fitting 

• Currently, algorithm merges tracks sharing ≥ 3 stubs

!14x

y

Duplicate removal and fitting

L1 tracking algorithm
• Different algorithms have been explored at CMS for L1 track finding 

‣ Similar performance & demonstrated feasibility, detailed in Phase-2 Tracker TDR 

• Hybrid algorithm combines ideas from legacy algorithms 

‣ Road-search algorithm based on “tracklet" seeds 

‣ Kalman Filter used to identify best stub candidates & provide track parameters 

!16

Emulation ⇔ Firmware Comparisons (1)

• Goal:  Systematic large-scale comparison between firmware & emulation

‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!
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Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs

• Search windows derived from 
residuals between projected 
tracklets & stubs

• Both inside-out & outside-in

4

x

y

  

Anders Ryd, Cornell University            Emulation of Barrel+Endcap L1 Tracking       May 7, 2014                            Page: 3/27

x

y

Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

trackletstub pair

tracklet

fitted track

S. Kyriacou, B. Yates, 
J. Chaves, LS

TRACK FINDING ALGORITHMS �5�5

Thomas James

increased precision of track parameters
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precise 
track 

parameters

coarse 
track 

parameters

3D KALMAN FILTER (KF)
▸ Commonly used iterative algorithm; series of 

measurements containing inaccuracies and noise -> 
estimates of unknown variables 

1. Initial estimate of track parameters (HT seed) & 
their uncertainties 

2. Stub used to update state  (weighted average) 

3. χ2 calculated, used to reject false candidates, 
incorrect stubs on genuine candidates 

4. Repeat until all stubs are added
seed 

creator
state 

control

FIFO 1
state updater

state 
accumulator

stubs in
stub-state associator

FIFO 2 state filterFIFO 3 tracks 
out

Selects best 
state for each 
candidate (χ2)

Incoming stubs stored in 
BRAM for later retrieval

Multiplexes incoming 
seeds & partially worked 
states

Retrieves next stub 
(in increasing radii)

Updates matrices & 
state with weighted 
average of previous & 
new inputs

KF worker - simplified firmware diagram

state updater 
(HLS)

Latency ~1 μs
Tracklet seed & search Kalman Filter fitting 

+
5. Candidate track is finally fit with a Kalman Filter algorithm


• iterative approach: starts with tracklet parameters & 
uncertainties, then use matched stubs to update the  
track parameters

10
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Expected performance

• Expected tracking performance estimated on simulated events


• high efficiency across η and pT 


• precise z0 resolution (~1mm in the barrel), necessary for vertex association 
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Performance comparison of how the gradient boosted decision tree (GBDT) performs on muons, 
electrons, and hadrons. The true positive rate measures the fraction of real tracks that were 
correctly identified, and the false positive rate measures the fraction of fake tracks that were 
incorrectly identified. AUC is a measure of model accuracy.

Track quality

• An additional track quality module will be run after the Kalman Filter step to reduce number of tracks 
not coming from genuine charged particles


• Using a ML approach to classify real/fake tracks, outperforms simple cut based selection (★)


• features from reconstructed track parameters: ϕ, η, z0, nstub , nmisslayer, χ2bend, χ2rz, χ2rϕ


• GBDT chosen over NN as less FPGA-resource hungry

12

Performance comparison between the neural network (NN), gradient boosted decision tree (GBDT), 
and the cut-based Level-1 track selection criteria optimized for track !!"#$$. The true positive rate 
measures the fraction of real tracks that were correctly identified, and the false positive rate 
measures the fraction of fake tracks that were incorrectly identified. AUC is a measure of model 
accuracy.

Replaces slide 6, updated !!"#$$ cuts and ") bins, fix 13 TeV → 14 TeV mistake

Comparison of how the gradient boosted decision tree (GBDT) model performs on muons, 
electrons, and hadrons as a function of (! and ) when the misidentification rate for fake tracks is 
0.3. The true positive rate measures the fraction of real tracks that were correctly identified, and 
the error bars for the true positive rate are calculated using a binomial distribution.

Left plot replaces slide 7, updated !!"#$$ cuts and ") bins, fix 13 TeV → 14 TeV mistake

Level-1 Track Quality Evaluation at CMS for the HL-LHC 

https://pos.sissa.it/414/962


Hardware platforms

• Hardware for track-finding based on ATCA platform (standard for HL-LHC upgrade)

13

APOLLO: track finding processing boards


• Service Module provides infrastructure components


• Flexibility via pluggable Command Module: contains 
two large FPGAs, optical fiber interfaces & memories 
 

2
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Figure 4. The Apollo revision 2 CM without any FPGAs. Major components are labeled and highlighted
in boxes.

The revision 2 CM is currently under evaluation. Preliminary studies show that a bit error rate
less than 10–16 is achieved at 25 Gb/s with large open eye diagrams (figure 5). Since the FPGA
heatsinks are 3% larger than the VU7P heatsink in the revision 1 design and the FPGA package
is larger, we anticipate each FPGA to be able to handle roughly 125–150 W. For the CMs with a
single FPGA, a larger heatsink up to twice the current size can be designed.

Figure 5. A typical eye pattern with a large opening at a data rate of 25 Gb/s with CDR on the revision
2 CM.

Revision 2 of the SM is in production. Major design updates include an upgrade to Ultrascale+
Zynq SoC, a switch to halogen-free material (TerraGreen), and changes to the clock signal
distribution.

5 Summary

The Apollo ATCA blade will be used for the IT-DTC and the TF in the CMS experiment at the
HL-LHC. Two revisions of the designs are planned before the final production. The revision 1
design of the Apollo blade has demonstrated great link integrity and thermal performance. The
evaluation tests for the revision 2 design are ongoing. Preliminary link integrity results are shown.

– 5 –

Apollo rev v2

SERENITY: DTC processing boards


• Carrier card provides services 


• Flexibility via pluggable FPGA daughter cards: 
host FPGAs for data processing


Backend boards
• Latest Apollo & Serenity boards for Tracker backend system
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Apollo:  Track finding processing boards 
 

- Service Module provides infrastructure components 
- Command Module contains two large FPGAs,  
  optical fiber interfaces & memories

Serenity:  Outer Tracker DTC processing 
 

- Carrier card provides services 
- Daughter cards host FPGAs for data processing 

* DTC stub processing FW & C++ emulation written

Hardware & Integration
● Final prototype line-up!

○ Serenity Z1.2 added to TIF earlier this year, Apollo Rev2 on the way
○ Current focus: validate TCDS2 (Apollo), and validate Samtec T12/R12 FF modules (both boards)

Serenity Z1.2 Apollo CM rev2

VU13P

KU15P

Dual 
VU13P

7

Hardware & Integration
● Final prototype line-up!

○ Serenity Z1.2 added to TIF earlier this year, Apollo Rev2 on the way
○ Current focus: validate TCDS2 (Apollo), and validate Samtec T12/R12 FF modules (both boards)

Serenity Z1.2 Apollo CM rev2

VU13P

KU15P

Dual 
VU13P

7

Serenity Z1.2

2022 JINST 17 C04033PoS TWEPP2018 (2019) 115

https://iopscience.iop.org/article/10.1088/1748-0221/17/04/C04033/meta
https://serenity.web.cern.ch/TWEPP18_Serenity_Rose.pdf


Firmware implementation

• Implemented as alternated 
processing and memory modules 


• Multiple copies of each module 
run in parallel 


• Seeding & propagation steps 
written using Xilinx Vivado HLS 


• Memory modules, Kalman Filter 
and top level written in VHDL 


• Targeting 240 MHz FPGA clock

14

CMS L1 track trigger algorithm – Implementation

track finding organized in
alternating processing and
memory modules

multiple copies of each
module run in parallel

most processing modules
written in HLS

memory modules, kalman filter
and top level written in VHDL

targeting 240 MHz

f/w nearly complete

Input Router

Input Stub

VMRouter

All Stub

Tracklet Engine

Stub Pair

Tracklet Calculator

Tracklet Projection

Projection Router

VMProjection

Match Engine

Candidate Match

Match Calculator

Full Match

All Projection

Tracklet Parameter

VMStubs (TE/ME)

Duplicate Removal

Kalman Filter

Track Builder

Track Quality

⇥ 48

⇥ 48

⇥ 580

⇥ 44

⇥ 48

⇥ 288

⇥ 48

⇥ 48

⇥ 12

⇥ 2

⇥ 2

organize
input stubs

seed (form
tracklets)

project &
find

matches

duplicate
removal,

track fitting
& quality

Thomas Schuh – CMS - Track Trigger 8



Narrow slice project

• End-to-end demonstration of the track finding chain on a  
narrow ϕ slice


• based only on one (barrel) seed 


• does not include the duplicate removal step


• Demonstrated on Apollo board rev1


• Tested on ttbar events + 200 pileup


• Good firmware/software agreement for output tracks (> 99%)


• No issues with resource utilisation

15
R. Zou (Cornell) June 9, 2022

Firmware Integration

11

• Goal: build firmware for full detector step by step

• A ‘skinny’ chain was demonstrated on Apollo rev1
• Covering a very small detector region
• 1000 ttbar events + 200 PU

• Moved on to full barrel project (2/3 of full) on Apollo rev2

Pattern
Recognition

Kalman 
Filter 
Fit

VU7P

Kalman 
Filter



Full barrel project

• Seeding & stub matching in barrel layers, ~2/3 of the full project


• implemented in single VU13P FPGA 


• final project will use two VU13P


• meeting timing requirements was challenging


• exploited machine learning based Vivado firmware  
implementation strategy


• floorplanning to avoid signals crossings regions with dead silicon  
interconnections


• using combined modules to reduce latency


• Currently working on integrating the full chain of modules for the entire detector

16R. Zou (Cornell) July 19, 2023

Full Barrel Project Achieved

14

• Full barrel project passed timing!
• Pattern recognization modules only
• Pipelines, various trials of floor planning and implementation strategy

• Moving on to integrate with Kalmain Fitter and test on Apollo rev2

VU13P-2VU13P-2

Floor planning reduced SLR crossings:
18503 → 7305



Summary

• L1 track finding will be crucial @HL-LHC to maintain acceptable trigger rates while successfully 
pursuing CMS physics goals


• Main challenges related to the large combinatorics and latency 


• CMS will use a unique detector design with pT modules providing on-detector data filtering


• extensive parallelisation being exploited for the off-detector track finding algorithm (on FPGAs)


• Current status:


• reduced configuration firmware was successfully tested


• ongoing work to integrate the full chain covering the entire detector on two FPGAs

17
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Combined modules

• Moving towards combined modules → fewer processing modules help in reducing the latency 

19

Combined modules

• Moving to “combined” processing modules 
‣ Fewer processing modules => reduce latency by 3 x 450ns 
‣ Necessary to meet 4µs latency target 

• Corresponding HLS modules  
for barrel+endcap regions written  

• Reduced configuration chain 
with combined modules  
successfully implemented  
=> now testing larger chain

 20

Combined modules 5

• Transitioning to combined modules:
• TrackletEngine + TrackletCalculator

→TrackletProcessor
• ProjectionRouter + MatchEngine + MatchCalculator

→MatchProcessor
• Fewer processing modules, less RAM usage, lower

latency

• Skinny chain with combined modules successfully
implemented out-of-context:

• Currently testing larger chain:
• Benefits from lessons learned from barrel-only project
• Also improving timing of MatchProcessor and agreement

with software emulation

InputRouter

InputStub

VMRouter

VMStubs(TE/ME)
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Displaced tracking

• Extended tracking being studied in order to reconstruct trajectories not pointing to the PV 


• Changes wrt baseline tracking algo impact:


• seeding step: triplets instead of doublets + origin


• Kalman filter: 5-parameter fit instead of 4-par. (+ d0) 

20

Displaced tracking
• Exploring extended tracking to reconstruct long-lived particle trajectories 

• How? Modified seeding  
‣ Prompt — tracklets (2 stubs + origin)  
‣ Displaced — triplets (3 stubs) 
‣ Displaced seeds propagated to other 

layers/disks similar as prompt to find 
matching stubs 

• How? 5-parameter Kalman Filter fit

 21

x

y

Triplet seeds: 
L4L5L6, L2L3L4,  
L2L3D1, L2D1D2

20 Chapter 2. Overview of the Phase-2 Tracker Upgrade

Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.
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Track quality

• Resource usage for NN and GBDT


• Performance on displaced tracks of the baseline GBDT, compared to a possible dedicated displaced 
GBDT

21

Level-1 Track Quality Evaluation at CMS for the HL-LHC

Claire Savard 1 for the CMS Collaboration
1University of Colorado Boulder, claire.savard@colorado.edu

Introduction

The upcoming High-Luminosity LHC will provide 200 proton-proton collisions per bunch crossing on average, thus creating highly complex events demanding e�cient data reconstruction and
processing. In order to meet these requirements, the Compact Muon Solenoid (CMS) experiment is upgrading its Level-1 trigger system. Among these updates will be the reconstruction of
charged particle tracks in the silicon tracker, enabling more precise track selection further down the pipeline. In this work, we will present the development of a track quality variable which
combines many of the reconstructed track properties into one feature that describes whether the track is real or fake, or whether the reconstruction represents a genuine particle or not. Using
machine learning techniques, track quality can be evaluated and used to select tracks e�ciently and quickly while fitting within the tight computational resource constraints in the hardware.
This track quality variable has immense value to beyond standard model searches requiring exact reconstruction such as missing energy analyses.

Level-1 Track Trigger

– Particle tracks from CMS Outer Tracker reconstructed in
Track Finder (TF) [1]

– Reconstructed track parameters and quality flags passed to
Trigger system to help other physics object

– FPGAs run Track Trigger algorithms
– Track Finder addition maximizes trigger e�ciency while

maintaining trigger rate below allotted rate

CMS L1 Phase-2 upgraded Trigger design, Track Trigger con-
sists of the TF and global track trigger.

Track Quality

– Particles pass through CMS Outer Tracker and interact to
create stubs

– Stub information used to reconstruct particle tracks

Track quality is a measure of how real a recon-

structed track is.

Track quality is important for removing fake tracks because:
– Result of error in reconstruction
– Mask real physics occurring
– Hurtful for analyses that rely on combination of

reconstructed tracks
– Vertexing, missing transverse energy, jets, etc.

Definitions

Real tracks = tracks from a single, physical particle
Fake tracks = tracks not from a single, physical particle
Prompt tracks = tracks from pp collision point
Displaced tracks = track not from pp collision point O(cm)
True positive rate = % of real tracks correctly classified
False positive rate = % of fake tracks incorrectly classified

Acknowledgements:
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partment of Energy under Award Number DE-SC0010005 while at the Uni-
versity of Colorado Boulder and CERN. The author would also like to recog-
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Prompt Track Quality Classifier

Gradient boosted decision tree (GBDT) for classifying real/fake tracks [2]:
– 60 trees, max depth of 3
– Features from reconstructed track parameters: {„, ÷, z0, nstub, nmisslayer, ‰2

bend, ‰2
rz, ‰2

r„}
– Trained and tested on prompt tracks

Left: GBDT versus two other
methods of classifying real and
fake tracks

Right: GBDT performance on
reconstructed pT spectrum for
3 particle types, average false
positive rate is 0.3

Performance and
resource use for Xilinx
VU9P FPGA [3,4]:

Track Quality Application: Primary Vertex Reconstruction

Vertexing chain: Track
reconstruction

Track quality
evaluation

Vertex
reconstruction

Using track quality to remove fake tracks compared to no removal (baseline) or ‰2 cuts improves vertex reconstruction [1,5].

Di�erence between the reconstructed
and simulated primary vertex z0

Root-mean square of the residual
zPV

0 (left plot)
% of vertices reconstructed within
0.5 cm of the simulated vertex

Displaced Track Quality Classifier

Motivation: Displaced tracks arise from long-lived particles and have immense value for beyond standard model searches
(dark matter candidates, etc.) but the prompt classifier performance degrades greatly for more displaced tracks

Potential displaced GBDT:
– 150 trees, max depth of 4
– Addition of displaced d0 feature
– Trained on |d0| > 1 cm tracks
– Sample weight Ã d0

Left: Performance improvement
using displaced GBDT
Right: Performance along |d0|,
average false positive rate = 0.15

[1] CMS Collaboration, “The Phase-2 Upgrade of the CMS Level-1 Trigger”, CERN-LHCC-2020-004 ; CMS-TDR-021.
[2] Savard, C. “Level 1 trigger track quality machine learning models on FPGAs for the Phase 2 upgrade of the CMS experiment”, Fast
Machine Learning for Science Workshop 2020, https://indi.to/WmWZm

[3] J. Duarte et al., “Fast inference of deep neural networks in FPGAs for particle physics”, JINST 13 P07027 (2018),

arXiv:1804.06913

[4] S. Summers et al., “Fast inference of boosted decision trees in FPGAs for particle physics”, arXiv:2002.02534

[5] Brown, C.E. “Track Finding and Neural Network-Based Primary Vertex Reconstruction with FPGAs for the Upgrade of the CMS
Level-1 Trigger System”, Connecting the Dots 2022, https://indi.to/nwMBJ

https://agenda.infn.it/event/28874/contributions/168841/attachments/93290/127232/ICHEP_2022_Poster.pdf
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Figure 5: Difference between the
reconstructed and simulated pri-
mary vertex I0 [4]

Figure 6: Root-mean square of
the I%+0 residual [4]

Figure 7: Vertex reconstruction
efficiency within 0.5 cm of the
simulated vertex [4]

(Figures 8 and 9). To increase the performance on displaced tracks, we developed a preliminary
GBDT with 150 trees and a maximum depth of 4 that is only trained on displaced tracks. This
GBDT has the same features as the classifier in Section 4 with the addition of a displacement
variable 30. Initial results show great improvement using a displaced-specific classifier.

Figure 8: Performance improvement classifying
displaced tracks using a displaced-specific GBDT

Figure 9: Performance of displaced-specific GBDT
along 30 with an average false positive rate = 0.15

6. Conclusion
In summary, the GBDT developed for determining the quality of the Level-1 Track Finder tracks
outperforms an older method and has been shown to improve the reconstruction of primary vertices.
Another GBDT specifically for displaced tracks has merit in long-lived particle analyses and is seen
to improve performance greatly over its prompt counterpart.
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