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The anomalous magnetic moment of the leptons
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• (1928) pointlike Dirac  particles: g=2,  a=0

• (1948) anomaly discovered for the electron:  


– ae
exp= (1.19 ± 0.05) 10−3   (Kusch-Foley)


• (1948)  explained by O(α) QED corrections

• ae

th = α/2π = 1.16 10−3         (Schwinger)

• First triumph of QED!

al sensitive to quantum fluctuations, not only from QED.

==> Must include all contributions for  a precise calculation 

The anomalous magnetic moment of the lepton 
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•  (1948)  explained by O(α) QED corrections 

•  ae
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•  First triumph of QED! 

al sensitive to quantum fluctuations, not only from QED. 

==> Must include all contributions for  a precise calculation  

1st order QED correc>ons 



More quantum fluctuations
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Main theoretical uncertainties from hadronic contributions

— HLBL: best present approach a combination of data and lattice calculations

— Leading HVP (HVP-LO): estimated using experimental data on e+e− annihilations

Hadronic Vacuum 
Polarisation Light-by-light
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Can be calculated by using dispersion relations

K(s)/s ~ 1/s2

R(s) =  σ
0  [e+e− → hadrons (γ )]

σ pt

 

σhad => experimental input to aµ
had calculation

• Main contribution to aµ from very low energy region

• σ(e+e−➝ π+π−) provides ~73% of the total


• Uncertainty from multi-hadronic channels significant

• Strategy to calculate the total cross section:

– Sum up exclusive cross sections up to √s~2 GeV  

– Estimate the remaining (e.g. by using isospin relations)

– Use inclusive cross sections measurements and/or pQCD above √s~2 GeV

Leading Order HVP calculations
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Muon g-2 Theory Initiative White Paper: 

 T. Toyama et al., Phys.Rep. 887 (2020) 1 
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The CMD-3 is only one now over many 
other e+e- experiments (BaBar, 
KLOE, BES, CMD-2, SND, ...)

Unfortunately at the moment, we 

don’t know the reasons of the 

disagreement between different 

experiments. 

The impact of CMD-3 on SM prediction of aμ
had  The impact of CMD-3 on SM prediction of aμ
had  

James Mott: https://indico.fnal.gov/event/60738/
Alex Keshavarzi: https://indico.fnal.gov/event/57249/contributions/271581/

Using only 2π from CMD-3 
(+ others outside of CMD-3 √s range): 
aμ

ππ ,LO  = 526.0(4.2) x10-10

             +20.0x10-10 to TI WhitePaper  

Present status
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BNL:  Phys. Rev. D. 73 (2006) 072003 

FNAL (Run1): Phys. RevL ett. 126 (2021) 141801 

FNAL (Run2+3): Phys.Rev.Lett. 131 (2023) 161802

BMW20 (lattice): Nature 593 (2021) 51

CMD-3: arXiv:2303.08834 (2023)

Experiment (BNL + FNAL Run 1-3)

aµ

exp = (116 592 059 ± 22) ×10−11  (0.19 ppm)   

aµSM = (116 591 810 ± 43) ·10-11

 Theory-experiment deviation at 5 sigma! But…

After WP2020 publication:

• First lattice calculation with small uncertainties 

(BMW Collaboration) 

• Preliminary results on   by CMD-3 

at VEPP2000 

• Both in tension with previous SM results from  

 data

e+e− → π+π−

e+e−

https://www.sciencedirect.com/science/article/pii/S0370157320302556
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.73.072003
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.141801
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.131.161802
https://www.nature.com/articles/s41586-021-03418-1
https://arxiv.org/abs/2302.08834
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Hadronic cross sections measurement 
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How to measure σhad
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“Conventional” method: Energy Scan

• σhad measured varying the beam energies 

within the accessible range ==> √s = 2Ebeam


• Well-defined center-of-mass energy

• Low background

• Very good energy resolution


• precise study of narrow resonances


• Systematics from point-to-point normalization

• Limited energy range covered

• ε → 0 approaching processes thresholds (zero-

momentum tracks)

e
+ hadrons

e
- !

m2=s′=s(1-x)
f

		e+e− ➝ γISR + hadrons
e
+

hadrons

e
-

	e+e− ➝ hadrons
m2 = s =4Eb

2
f

“Novel method”:  Radiative Return

• Developed by KLOE and BABAR


• Effective c.m. energy:   

• Continuous and wide spectrum of energies √s′  

below the nominal √s

• Uniform data quality all-over energy range 

• Boost of hadronic system: ε ≠ 0 at threshold


• Higher (and different) background sources

➢ main backgrounds from different ISR 

processes and  production

• Limited mass resolution (~ few MeV)

s′￼= s(1 − x)

e+e− → qq̄

x =
Eγ

s
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The players
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BABAR @PEP-II:

- √s =10.6 GeV (Y(4S) peak)

- Lint = 470 fb-1 ;   232 fb-1  used for 

- Covered energy range: 0.3 - 4.5 GeV


- >50 final states measured

e+e− → π+π−

Energy scan ISR

KLOE @DAΦNE:

- √s =1.02 GeV (  peak)

- Lint = ~2 fb-1 ;   240 pb-1  used for 

- Covered energy range: 0.3 - 0.9 GeV

ϕ(1020)
e+e− → π+π−

BES III @BEPC-II:

- √s = 2 - 4.7 GeV 

- main ISR results from data at ψ(3770)

- Lint[ψ(3770)] = ~20 fb-1 ; 2.93 fb-1  used for 

- ISR: 0.6 - 0.9 GeV ( )

- Scan: 2 - 3.8 GeV (spectroscopy and inclusive cross section)

e+e− → π+π−

π+π−

SND and CMD-2 @VEPP-2M:

- √s <1.4 GeV

-  and several multi-hadron channelsπ+π−

SND and CMD-3 @VEPP-2000:

- 0.32 < √s < 2.0 GeV

- Lint =  > 1fb-1 ; ~65 pb-1 in the ρ region

-  and many multi-hadron channelsπ+π−

KEDR @VEPP-4M:

- 2 < √s < 4 GeV 

- inclusive cross section

Older experiments:

- DM1, DM2, FENICE, BES, 

BESII,…
Belle II @SuperKEK-B

- √s =10.6 GeV (Y(4S) peak)

- ISR program in progress

CLEO-c data 

- √s = 3.77 & 4.17GeV 

- Lint = ~1.4 fb-1 used for 

e+e− → π+π−
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e+e− ➝ π+π−
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• Channel dominated by the huge “ρ” peak. 

• Cross section must be measured at few per mil level in the ρ region

• Accuracy of all measurements limited by systematic uncertainties

• Several measurements with sub percent error available, but tension observed among some of them

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 15. Comparison of results for aHVP, LO
µ [⇡⇡ ], evaluated between 0.6GeV and 0.9GeV for the various experiments..

Fig. 16. Ratios of cross sections [82] from KLOE-2012 to KLOE-2008 (top left), KLOE-2010 to KLOE-2008 (top right), and KLOE-2012 to
KLOE-2010 (bottom). The green bands indicate the uncommon systematic uncertainty in the respective ratios.

while KLOE-2010 is more in agreement. On the other hand, above 0.7GeV SND agrees well with BABAR, while both KLOE
measurements are below by 2–3%. If these observations could provide some hints for understanding the KLOE–BABAR
discrepancy, it is clear that still more experimental investigations with high precision are needed for further progress in
this crucial ⇡+⇡� contribution. The new SND results are not yet included in the data combinations discussed in this WP
version, but will be added later after they are carefully examined and accepted for publication.

Tensions in the K+K� channel. Tensions among data sets are also present in the K+K� channel (see top panel of Fig. 18
for a display of the available measurements). A discrepancy up to 20% between BABAR [142] and SND [155] was observed
for masses between 1.05 and 1.4GeV. Fortunately the problem has been resolved with the most recent SND result [77],
although the origin of the previous systematic shift is not discussed. It looks like the older SND results should be discarded.

22

 in the region  0.6 < √s < 0.9 GeV  aππ
μ

Precision at the ρ peak:

• BABAR:   0.5%     

• KLOE: 0.7% (combination of 3 analyses)   

• BESIII: 0.9%   

• CLEO-c:  1.5%

• SND, CMD-2 (VEPP-2M):  1.3% and 0.8%, respectively

• SND, CMD-3 (VEPP-2000): 0.8% and 0.7%, respectively    
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Figure 8: The ⇡
+
⇡
� cross section from the KLOE combination, CMD-2 [43–45], SND [46], BaBar [47]

and BESIII [48] data points. The KLOE combination is represented by the yellow band (colour online).
Where uncertainties are displayed, they represent the statistical and systematic uncertainties summed
in quadrature. The uncertainties of the separate experimental measurements in Figure (b) have been
suppressed in order to improve readability.

⇡
+
⇡
�
�(�) data set a

⇡+⇡�
µ (0.6 <

p
s0 < 0.9 GeV)

CMD-2 fit (03,06) 372.4± 3.0
SND (04) 371.7± 5.0
BaBar (09) 376.7± 2.7
BESIII (15) 368.2± 4.2
KLOE combination 366.9± 2.1

Table 3: Comparative results of the values obtained for a
⇡+⇡�

µ (0.6 <
p
s0 < 0.9 GeV) from the KLOE

combination and the CMD-2, SND, BaBar and BESIII data. The available CMD-2 data have been
combined following the prescription of [12]. Results for a

⇡+⇡�

µ are given in units of 10�10. In all cases,
the uncertainties shown are the statistical and systematic uncertainties summed in quadrature.

e↵ect is less prominent), there is a sharp rise and fall of the di↵erence in the experimental cross
section at the ⇢�! interference region due to KLOE having fewer bins in this region compared
to the other experiments (see plot (b) of Figure 8).

The BaBar data are, in majority, higher than the KLOE combination, whereas we
observe that the other data sit mainly lower than KLOE below the ⇢ peak and higher above
it. We also note that our comparison of the KLOE combination with the BESIII data looks
markedly di↵erent from that presented in [48], especially at higher energies. However, in [48], the
comparison has been made using a fit of the data to the Gounaris-Sakurai parametrisation [49],
which does not provide an adequate description of the BESIII measurements of the ⇡

+
⇡
� cross

section in the tail of the resonance. We therefore opt to compare, in plot (c) of Figure 9, the
published BESIII data points directly with our combination of the KLOE data.

Estimates of the contribution to the anomalous magnetic moment of the muon from
these experiments in the range 0.6 <

p
s0 < 0.9 GeV are shown in Figure 10 and Table 3,

where we have combined the available CMD-2 data into a single estimate by applying the same
method used to fit the KLOE combination. We observe good agreement (within 1.5�) between
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not in WP 2020

~2.7σ KLOE-BABAR 
tension 



e+e− ➝ π+π− : BABAR
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• Data taken at Y(4S) peak.      Tagged analysis (require EγISR > 3 GeV).  


• Measure the ratio    ==> Results rather insensitive to details of MC generator 


• Kinematic fit to data allows for one extra photon => measurement at NLO:

• Systematic uncertainty at the ρ peak at 0.5% level, dominated by Particle-ID effects

σ(e+e− → π+π−(γ))
σ(e+e− → μ+μ−(γ))

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 4. Results from BABAR [60,64] using the large-angle ISR method: e+e� ! µ+µ� compared to NLO QED (top) and e+e� ! ⇡+⇡� from threshold
to 3 GeV using the ⇡⇡/µµ ratio (bottom). The inset shows the ⇢ region.
Source: Reprinted from Ref. [60].

Fig. 5. The BESIII (left, reprinted from Ref. [73]) and CLEO-c (right, reprinted from Ref. [84]) data on e+e� ! ⇡+⇡� in the ⇢ region using large-angle
detected ISR photons.

2.2.3. The missing channels
Thanks to the BABAR systematic program of measurements of exclusive cross sections, very few channels are now

missing below 2GeV. These involve states with either KL’s, or with high multiplicity, especially with multiple ⇡0’s. While
single-KL processes have recently been measured by BABAR [69], the cross sections for KLKL⇡⇡ can be safely estimated
from the corresponding KSKS states, assuming CP invariance. Also BABAR results on the ⇡+⇡�3⇡0 channel have just been
released [88], so that the only relevant final state up to 6 pions left unmeasured is ⇡+⇡�4⇡0. Its contribution can be
estimated from the other measured 6-pion final states using isospin constraints obtained by projecting the cross section
on Pais isospin classes [168,169]. When applying these isospin relations, it is important to consider the production of ⌘
mesons separately because of their isospin-violating decays. At the present time the estimated contribution of missing
channels contributes a fraction of less than 0.05% of the aHVP, LOµ value when integrating the cross sections up to 1.8GeV,
which is not an issue anymore (before 2017 this fraction amounted to 0.7%). The situation is more problematic between
1.8 and 2GeV, since the lack of measurements of higher-multiplicity final states could introduce some small systematic

16

ρ−ω 
interference

interference among different 
ρ-like excited states 

ρ dominance 
• Measurement based on half 

data set (232 fb-1).

• ~500M selected   π+π− pairs


• It is the only experiment to 
cover the cross section from 
threshold up to ~3 GeV


• New measurement with 
different analysis strategy in 
progress.
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e+e− ➝ π+π− : KLOE
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• Three KLOE results (data from 2005 publication discarded): 

1. KLOE08: small angle ISR, normalisation from MC generator (Phokara)

2. KLOE10: large angle ISR (tagged photon),  normalisation from MC

3. KLOE12: small angle ISR, normalisation from e+e- → µ+µ- pairs

• note that the selected  π+π- pairs in KLOE08 and KLOE12 are  the same

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 3. The KLOE data sets on e+e� ! ⇡+⇡� in the ⇢ region obtained in the three experimental configurations described in the text [58,61,65].
Source: Adapted from Ref. [65].

of the final states and, therefore, considerably reducing the uncertainty on the overall efficiency arising from the
imperfect knowledge of the hadronic dynamics.
The largest multi-hadronic cross sections below 2GeV are for the 3-pion and 4-pion final states. The 3-pion cross
section is dominated at low energy by the ! (Fig. 8) and � resonances as measured by the CMD-2 [38,52] and
SND [42] experiments. Above the �, results are available from BABAR [44] and SND [156], which agree with each
other as seen in Fig. 9, while both disagree strongly with the earlier results from DM2 [157]. For the 2⇡+2⇡� [45,63]
and ⇡+⇡�2⇡0 [80] final states, the improvement provided by the ISR BABAR results is spectacular both in terms
of precision and mass coverage, as displayed in Fig. 9. Previous results from VEPP-2M [158–160] and VEPP-
2000 [161] only extended to 1.4GeV. Results on exclusive final states containing up to 6 quasi-stable hadrons are
available [47,66]. The limitation on hadron multiplicity, set largely by the difficulty to select and identify multi-⇡0

final states, does not permit a reliable reconstruction of the full hadronic rate above 2GeV as a sum over individually
measured exclusive cross sections.
Numerous processes with smaller cross sections have to be considered to saturate the total hadronic rate. Fig. 10
shows some results on final states including ⌘ mesons, namely ⌘⇡+⇡� from BABAR [54,85], CMD-2 [39], and
SND [71], and ⌘⇡+⇡�⇡0 from CMD-3 [79]. Further, more recent, data sets for ⌘⇡+⇡� exist from SND [162] and CMD-
3 [163]. For the ⌘4⇡ final states only results from BABAR are available, both for ⌘2⇡+2⇡� [54] and ⌘⇡+⇡�2⇡0 [88].
A lot of progress was recently achieved by BABAR on KK̄n pions final states with the complete set of measurements
for all charge configurations with n = 1, 2 [53,56,62,69,78], thanks to the detection of KS , KL, charged pions and
kaons, and multiple ⇡0. These results are shown in Fig. 11.
There are also additional measurements for some specific channels, K+K�⇡+⇡� [74] and KSKL⇡

0 [83]. Finally, cross
sections for K+K�⌘ [56] and KSKL⌘ [69] are available from BABAR.

Narrow resonances. The contributions of the very narrow resonances J/ and  (2S) are obtained by numerically
integrating their undressed Breit–Wigner line shapes. The uncertainties in the integrals are dominated by the knowledge
of their bare electronic widths available from experiment [165,166].

Inclusive R measurements. Above 2GeV the annihilation cross section has to be measured inclusively because of the
large number of open exclusive channels. Precise results in the 2–4.5GeV range are from BESII [37,41,59]. The KEDR
collaboration has recently published results from an inclusive R scan from

p
s = 1.84 to 3.05GeV [75,86], complementing

their previous measurements obtained between 3.12 and 3.72GeV [75]. This data is the most precise and complete in this
energy range with a typical systematic uncertainty of 3%. It constitutes a very valuable input to test the validity of the pQCD
estimate (cf. Fig. 12). Between 2GeV and the charm threshold, the R value (hadronic cross section scaled to the s-channel
pointlike fermion-pair lowest-order cross section) behaves smoothly with a weak energy dependence, and it agrees with
the pQCD prediction within experimental uncertainties. The results on R, based on the sum of exclusive channels below
2GeV [2] and the inclusive measurements above, are given in Fig. 12. The matching between the measurements in the
two regions is satisfactory and consistent with the quoted uncertainties.
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Figure 4: The KLOE combination plotted with the individual cross section measurements, where the
KLOE combination is represented by the yellow band and the KLOE08, KLOE10 and KLOE12 cross
section measurements are given by the blue, black and pink markers, respectively (colour online). In all
cases, the error bars shown are the statistical and systematic uncertainties summed in quadrature.
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Figure 5: The normalised di↵erence of the KLOE combination and the individual KLOE measurements,
where the yellow band represents the statistical and systematic uncertainties of the KLOE combination
summed in quadrature and the KLOE08, KLOE10 and KLOE12 cross section measurements are given
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measurements are not shown in order to be able to distinguish the data points, but are in good agreement
with the KLOE combination.
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CMD-3: new e+e− ➝ π+π− 

Three VEPP-2000 data taking periods used:

• RHO2013  mainly ρ-peak    L = 17.8 pb-1  

• RHO2018  mainly ρ-peak    L = 45.4 pb-1

• LOW2020 √s < 0.6 GeV      L =   1 pb-1

• additional data taken after 2021 at √s > 1.2 GeV

• Significant accelerator and detector (new drift chamber) upgrade after RHO2013

Total uncertainties in the ρ-peak region:

- 0.7% (RHO2018) /  0.9% (RHO2013)

arXiv:2302.08834  (2023)

Nππ =  34 x 106


==> x30 CMD-2}

Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024

uncertainty
Radiative corrections 0.3%
ee/µµ/ππ separation 0.2%
Fiducial volume 0.5% / 0.8%(2013)
Correlated inefficiency 0.1%
Trigger 0.05%
Beam energy 0.1%
Bremsstrahlung loss 0.05%

Pion specific loss 0.2% nuclear interaction

0.1% pion decay

0.7% / 0.9%(2013)

Exclusive channels of 𝑒+𝑒− → ℎ𝑎𝑑𝑟𝑜𝑛𝑠

Event signature Final state (published/submitted, in progress, are waited)

2 charged 𝜋+𝜋− 𝐊+𝐊− 𝐊𝐒𝐊𝐋 𝐩𝐩 𝜋+𝜋−𝛾

2 charged + γ’s

𝜋+𝜋−𝜋0 𝜋+𝜋−2𝜋0 𝜋+𝜋−3𝜋0
𝜋+𝜋−4𝜋0 𝜋+𝜋−𝜂 𝛑+𝛑−𝛑𝟎𝛈 𝜋+𝜋−2𝜋0𝜂

𝐾+𝐾−𝜋0 𝐾+𝐾−2𝜋0 𝐊+𝐊−𝜼 𝐾𝑆𝐾𝐿𝜋0
𝐾𝑆𝐾𝐿𝜂 𝜼′(𝟗𝟓𝟖)

4 charged 2𝛑+𝟐𝛑−

𝐊+𝐊−𝛑+𝛑− 𝐾𝑆𝐾±𝜋∓

4 charged + γ’s
2𝜋+2𝜋−𝜋0 2𝜋+2𝜋−2𝜋0

𝜋+𝜋−𝜂 𝜋+𝜋−𝜔 2𝜋+2𝜋−𝜂
𝐾+𝐾−𝜔 𝐾𝑆𝐾±𝜋∓𝜋0 𝐷∗0(2007)

6 charged 3𝛑+𝟑𝛑− 𝐾𝑆𝐾𝑆𝜋+𝜋− KsK∓

6 charged + γ’s 3𝛑+𝟑𝛑−𝛑𝟎

Fully neutral 𝜋0𝛾 2𝜋0𝛾 3𝜋0𝛾
𝜂𝛾 𝜋0𝜂𝛾 2𝜋0𝜂𝛾

Other 𝑛𝑛 𝜋0𝑒+𝑒− 𝜂𝑒+𝑒−

Published/submitted results:

3𝜋+3𝜋−: PLB 723 (2013) 82-89 

𝜂′: PLB 740 (2015) 273-277  

𝑝 ҧ𝑝: PLB 759 (2016) 634-640 

𝐾+𝐾−𝜋+𝜋−: PLB 756 (2016)     
153-160

𝐾+𝐾− (𝑎𝑡 𝜙(1020)): PLB 779 
(2018) 64-71 

2𝜋+2𝜋− (near 𝜙(1020): PLB 
768 (2017) 345-350

𝜔𝜂, 𝜂𝜋+𝜋−𝜋0: PLB 773 (2017) 
150-158

𝐾𝑆𝐾𝐿 (𝑎𝑡 𝜙(1020)): PLB 760 
(2016) 314-319

3𝜋+3𝜋−𝜋0: PLB 792 (2019), 
419-423 

𝐾+𝐾−𝜂: arXiv:1906.08006, 
accepted by PLB

𝜋+𝜋−: submitted to PLB 

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
, GeVs

1

10

2 |
π

|F

Figure 29: The measured CMD-3 pion form factor.
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Figure 30: The measured cross section of the µ+µ�

production normalized to the QED prediction.

From the analysis point of view, one of the tests was performed on the used workflow in
the analysis. The properly mixed data samples after the full MC simulation, which take into
account the detail detector conditions over time, were prepared corresponding to the same
accumulated luminosities as in the data. After that the full analysis as on experimental
datasets was performed with the evaluation of e�ciencies, particle separations, etc. Mostly
the same procedure, scripts and intermediate files as for the experimental data were used.
It helps also to ensure that, for example, some ine�ciency components in the described
e�ciency reconstruction procedure are not double counted. The relative di↵erence of the
obtained and implemented in the ⇡+⇡� generator pion form factor is shown in Fig. 28. The
average deviation from the input form factor is (�0.02± 0.03)%. For the three cms energy
ranges 0.3÷0.6 / 0.6÷0.9/ 0.9÷1.1 GeV the deviations are (+0.62±0.22)% / (�0.06±0.03)%
/ (0.49 ± 0.13)%. These numbers include the systematic e↵ect from the separation +0.2%
and +0.6% at the lowest energies and for the

p
s > 1 GeV, respectively. Separate looks

on underneath components were also performed to understand each single contribution to
the final result with better precision (with the purely statistical Poisson error subtracted or
with the larger MC samples). No notable anomalies in the analysis procedure have been
found. The same compatibility test with MC events is also shown for the measurement of
the e+e� ! µ+µ� cross section on the right side in Fig. 28.

8. Results

One of the tests in this analysis is the measurement of the e+e� ! µ+µ� cross section
at low energies, where the particle separation was performed using momentum information
and the number of muons were extracted separately. The measured cross section is well
consistent with the QED prediction with an overall statistical precision of 0.16% as shown
in Fig. 30. The obtained ratio is �e+e�!µ+µ�/�QED = 1.0017± 0.0016 as the average at thep
s  0.7 GeV, and the separate ratios obtained in the di↵erent data taking seasons are

also statistically compatible with each other. It is very important to take correct di↵erential

38
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Figure 34: The relative di↵erence of the ISR mea-
surements to the CMD-3 fit.
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Figure 35: The relative di↵erence of the previous
energy-scan measurements to the CMD-3 fit.

generally shows larger pion form factor in the whole energy range under discussion. The
most significant di↵erence to other energy scan measurements, including previous CMD-2
measurement, is observed at the left side of ⇢-meson (

p
s = 0.6� 0.75 GeV), where it reach

up to 5%, well beyond the combined systematic and statistical errors of the new and previous
results. The source of this di↵erence is unknown at the moment.

One of the main applications for measured e+e� ! hadrons cross sections is the evalu-
ation of the hadronic part of the anomalous magnetic moment of the muon (g-2)/2, which
is calculated via the dispersive integral [70]:

ahad,LOµ =
m2

µ

12⇡3

Z 1

4m2
⇡

�e+e�!�⇤!hadrons(s)K(s)

s
ds, (16)

where K(s) – is the known analytical kernel. The dispersive integral requires the bare cross
section, which can be obtained from the measured one �⇡+⇡�(s):

�bare
e+e�!�⇤!⇡+⇡�(�)(s) = �e+e�!⇡+⇡�(s) · |1� P(s)|2 · (1 + ↵

⇡
⇤(s)), (17)

by subtracting the vacuum polarization P(s) of the intermediate photon and adding the final
state radiation in the point-like approximation with the ⇤(s) term [71, 72]. The most recent
the muon (g-2)/2 evaluations can be found in references [3, 4, 5], and the ⇡+⇡� channel
gives the dominant contribution to the hadronic part and determines the overall precision
of the full aµ value.

In order to evaluate impact of our result it is calculated the contribution to the ahad,LOµ

from the e+e� ! ⇡+ ⇡� final state using data from individual experiments in the common
energy range 0.6 <

p
s < 0.88 GeV. This particular energy range was chosen for two

reasons: it was covered by many high-precision experiments and it gives more than 50%
of the full ahad,LOµ integral. The dispersive integral calculation was performed by using
linear interpolation between the experimental points with proper accounts of statistical
and systematic errors. The results of ahad,LOµ calculations are shown in Fig. 36 and given

41
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Figure 34: The relative di↵erence of the ISR mea-
surements to the CMD-3 fit.
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In order to evaluate impact of our result it is calculated the contribution to the ahad,LOµ

from the e+e� ! ⇡+ ⇡� final state using data from individual experiments in the common
energy range 0.6 <

p
s < 0.88 GeV. This particular energy range was chosen for two

reasons: it was covered by many high-precision experiments and it gives more than 50%
of the full ahad,LOµ integral. The dispersive integral calculation was performed by using
linear interpolation between the experimental points with proper accounts of statistical
and systematic errors. The results of ahad,LOµ calculations are shown in Fig. 36 and given

41

CMD-3 vs energy 
scan measurements 

CMD-3 vs

ISR measurements
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Exclusive channels of 𝑒+𝑒− → ℎ𝑎𝑑𝑟𝑜𝑛𝑠

Event signature Final state (published/submitted, in progress, are waited)

2 charged 𝜋+𝜋− 𝐊+𝐊− 𝐊𝐒𝐊𝐋 𝐩𝐩 𝜋+𝜋−𝛾

2 charged + γ’s

𝜋+𝜋−𝜋0 𝜋+𝜋−2𝜋0 𝜋+𝜋−3𝜋0
𝜋+𝜋−4𝜋0 𝜋+𝜋−𝜂 𝛑+𝛑−𝛑𝟎𝛈 𝜋+𝜋−2𝜋0𝜂

𝐾+𝐾−𝜋0 𝐾+𝐾−2𝜋0 𝐊+𝐊−𝜼 𝐾𝑆𝐾𝐿𝜋0
𝐾𝑆𝐾𝐿𝜂 𝜼′(𝟗𝟓𝟖)

4 charged 2𝛑+𝟐𝛑−

𝐊+𝐊−𝛑+𝛑− 𝐾𝑆𝐾±𝜋∓

4 charged + γ’s
2𝜋+2𝜋−𝜋0 2𝜋+2𝜋−2𝜋0

𝜋+𝜋−𝜂 𝜋+𝜋−𝜔 2𝜋+2𝜋−𝜂
𝐾+𝐾−𝜔 𝐾𝑆𝐾±𝜋∓𝜋0 𝐷∗0(2007)

6 charged 3𝛑+𝟑𝛑− 𝐾𝑆𝐾𝑆𝜋+𝜋− KsK∓

6 charged + γ’s 3𝛑+𝟑𝛑−𝛑𝟎

Fully neutral 𝜋0𝛾 2𝜋0𝛾 3𝜋0𝛾
𝜂𝛾 𝜋0𝜂𝛾 2𝜋0𝜂𝛾

Other 𝑛𝑛 𝜋0𝑒+𝑒− 𝜂𝑒+𝑒−

Published/submitted results:

3𝜋+3𝜋−: PLB 723 (2013) 82-89 

𝜂′: PLB 740 (2015) 273-277  

𝑝 ҧ𝑝: PLB 759 (2016) 634-640 

𝐾+𝐾−𝜋+𝜋−: PLB 756 (2016)     
153-160

𝐾+𝐾− (𝑎𝑡 𝜙(1020)): PLB 779 
(2018) 64-71 

2𝜋+2𝜋− (near 𝜙(1020): PLB 
768 (2017) 345-350

𝜔𝜂, 𝜂𝜋+𝜋−𝜋0: PLB 773 (2017) 
150-158

𝐾𝑆𝐾𝐿 (𝑎𝑡 𝜙(1020)): PLB 760 
(2016) 314-319

3𝜋+3𝜋−𝜋0: PLB 792 (2019), 
419-423 

𝐾+𝐾−𝜂: arXiv:1906.08006, 
accepted by PLB

𝜋+𝜋−: submitted to PLB 

• |Fπ|2 (and aµππ)  significantly 
higher than all previous results!
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Figure 36: The ⇡+⇡�(�) contribution to ahad,LO
µ

from
energy range 0.6 <

p
s < 0.88 GeV obtained from this

and other experiments.

Experiment a⇡
+⇡�,LO

µ , 10�10

before CMD2 368.8± 10.3
CMD2 366.5± 3.4
SND 364.7± 4.9
KLOE 360.6± 2.1
BABAR 370.1± 2.7
BES 361.8± 3.6
CLEO 370.0± 6.2
SND2k 366.7± 3.2
CMD3 379.3± 3.0

Table 4: The ⇡+⇡�(�) contribution to ahad,LO
µ

from energy range 0.6 <
p
s < 0.88 GeV ob-

tained from this and other experiments.

in Table. 4, where the first line in the table corresponds to the combined result of all
measurements before CMD-2 experiment.

The pion formfactor mesuarements from the di↵erent RHO2013 and RHO2018 seasons
of the CMD-3 give the statistically consistent result in the ahad,LOµ integral as:

a⇡⇡,LOµ (RHO2013) = (380.06± 0.61± 3.64)⇥ 10�10

a⇡⇡,LOµ (RHO2018) = (379.30± 0.33± 2.62)⇥ 10�10

a⇡⇡,LOµ (average) = (379.35± 0.30± 2.95)⇥ 10�10 (18)

Two CMD-3 values are in very good agreement in spite of a very di↵erent data taking
conditions (as was discussed earlier). The combined CMD-3 result was obtained in very
conservative assumption of 100% correlation between systematic errors of two data sets. The
CMD-3 result is significantly higher compared to other e+e� data, both energy scan and ISR.
Although this evaluation was done in the limited energy range only and the full evaluation
of ahad,LOµ is yet to be done, it is clear that our measurement will reduce tension between
the experimental value of the anomalous magnetic moment of muon and its Standard Model
prediction.

9. Conclusions

The measurement of e+e� ! ⇡+⇡� cross section was performed by the CMD-3 exper-
iment at the VEPP-2000 collider in the energy range

p
s = 0.32 ÷ 1.2 GeV in 209 energy

points. The analysis was based on the biggest ever used collected statistics at ⇢ resonance
region with 34 ⇥ 106 ⇡+⇡� events at

p
s < 1 GeV. The large statistics allows to study the

possible systematic e↵ects in details. The development of the analysis strategy, cross-checks

42

 [ 0.6 < √s < 0.88 GeV]aππ,LO
μ

• CMD-3:  


• No clear smoking gun that would explain the difference

• A new scan in the ρ region is started with the aim to 

collect  ~1 fb-1 

• huge amount of data for better understanding of 

systematic effects

aππ,LO
μ = (379.35 ± 0.30 ± 2.95)10−10
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Exclusive cross sections other than π+π−

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 8. The ! resonance in the ⇡+⇡�⇡0 channel from CMD-2.
Source: Reprinted from Ref. [38].

Fig. 9. Results from some multi-pion cross sections. Top left: ⇡+⇡�⇡0 from BABAR [44], SND [42,164], and older experiments. Top right:
2⇡+2⇡�BABAR [45,63] and older experiments. Bottom: ⇡+⇡�2⇡0 from BABAR [80] and older experiments (left), and 2⇡+2⇡�⇡0 from BABAR [54]
(right).
Source: Reprinted from Refs. [54,63,80,164].

18

e+e− ➝ 4π

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 8. The ! resonance in the ⇡+⇡�⇡0 channel from CMD-2.
Source: Reprinted from Ref. [38].

Fig. 9. Results from some multi-pion cross sections. Top left: ⇡+⇡�⇡0 from BABAR [44], SND [42,164], and older experiments. Top right:
2⇡+2⇡�BABAR [45,63] and older experiments. Bottom: ⇡+⇡�2⇡0 from BABAR [80] and older experiments (left), and 2⇡+2⇡�⇡0 from BABAR [54]
(right).
Source: Reprinted from Refs. [54,63,80,164].

18

e+e− ➝ 2π2π0

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 6. Cross sections for e+e� ! KSKL measured by SND [40] (upper left), and e+e� ! K+K� by CMD-2 [57], SND [40], and BABAR [142] (upper
right), and BABAR over a wider energy range (bottom).
Source: Reprinted from Refs. [40,142].

Fig. 7. Results from BABAR [46,67,68] and CMD-3 [72] on the cross section (in nb) for e+e� ! pp̄.
Source: Reprinted from Ref. [72].

effect due to the resulting under-evaluation of R. In this respect, the recent measurement by CMD-3 [89] of the 3⇡+3⇡�⇡0

final state brings valuable information on this issue.
17

e+e− ➝ K+K-

• Main contributions from 3π, 2K and 4π final states

• BABAR: almost complete set of measurements of 

final states with 2 to 7 hadrons (π, K and η’s)

• VEPP-2M: √s < 1.4 GeV and relatively low statistics

• VEPP-2000: √s < 2 GeV with much higher 

luminosity. Many new results coming

• BES-III measured a few channels included in the 

WP2020. More results on the way

channel X aµX(10-10)
π+π- 507.85 ± 3.38
π+π-π0 46.21 ± 1.45
π+π-π+π- 13.68 ± 0.31
π+π-π0π0 18.03 ± 0.55
Κ+Κ- 23.08 ± 0.44
ΚSΚL 13.02 ± 0.24

Contribution to  (  GeV) 
from DHMZ19   Phys. J. C 80 (2020) 410 

aHVP,LO
μ s < 1.8

Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024

http://dx.doi.org/10.1140/epjc/s10052-020-7792-2


M. Davier  ISR BABAR g-2 g-2 Workshop, FermiLab 4/06/2017 16

BABAR: channels with K pair

M. Davier  ISR BABAR g-2 g-2 Workshop, FermiLab 4/06/2017 17

BABAR: channels with h

M. Davier  ISR BABAR g-2 g-2 Workshop, FermiLab 4/06/2017 15

BABAR: multi-pion channelse+e− ➝ pions

e+e− ➝ hadrons: ‘BABAR only’ collection

15

e+e− ➝ 2K + pions e+e− ➝ η + pions

Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024



Recent e+e− ➝ π+π−π0  results

16Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024

BABAR analysis  ~469 fb-1

• tagged ISR: 2.5 MeV bin-width at the resonances

• Syst. uncert. at the  and  peaks ~1.3%. 

• Precision on   improved by a factor ~2          

(for m3π < 2 GeV):


ω ϕ
a3π

μ

a3π
μ = (45.86 ± 0.14 ± 0.58) 10−10݁ା݁ି ՜ ଴ߨିߨାߨ cross section below 1.1 GeV

37

The covariance matrix is 
obtained from 
pseudo experiments (toys), 
where both the spectrum  and 
the transfer matrix are 
statistically fluctuated.  

BABAR: PRD 104 (2021) 112003

1.3% systematic 
uncertainties under peaks

• Second largest contribution to  
and its uncertainty 


• Dominated at low energies by the ω and 
φ resonances, and then by ω recurrences


• Old data: 

• Precise SND and CMD-2 

@VEPP-2M below 1.1 GeV

• BABAR (80 fb-1) above the φ

ahad,LO
μ

Five new analyses, not in the WP2020, recently 
produced:

• BABAR: ISR@Y(4S)  0.62 <  < 3.5 GeV  

[PRD 104 (2021) 112003]

• BESIII:  ISR@ψ(3770)  0.7 <  < 3 GeV   

[arXiv:1912.11208]

• SND: scan  1.2 < √s < 2  GeV [EPJC80, 993 (2020)]

• BESIII:  scan  2 < √s < 3.08 GeV   

[arXiv2401.14711] 

• CMD-3:  scan  0.66 < √s < 0.97 GeV  [preliminary] 

m3π

m3π
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BESIII: Inclusive measurement 
Inclusive cross sections above 2 GeV

• Previous results:

• KEDR


•   [PLB 770 (2017) 174]  
[PLB 788 (2019) 42]


• tot. uncert. 2.6% -> 4% 

• Agree well with pQCD in the region between 

2 and 3.8 GeV

1.84 < s < 3.72

mesons produced in LUARLW are modeled by the hybrid
generator, in which a comparably accurate description of
the data is observed. The ISR correction factors are also
calculated by the structure function scheme mentioned in
Ref. [43], and the maximum deviation to the nominally
applied FD scheme is 1.3%. The quantity εhadð0Þð1þ δobsÞ
used in a different R value measurement method in
Refs. [11–13] is also calculated, which differs from
εhadð1þ δÞ used in this Letter by 0.8% at most. The
deviations observed in these checks are not taken as
additional contributions to the systematic uncertainties
since they are already covered by the previously discussed
systematic uncertainties.
Figure 2 shows the R value obtained in this analysis,

together with previous measurements [6,8–18]. A theo-
retical expectation of R obtained by combining the
perturbative QCD prediction [44] and the contributions
from involved narrow resonances is also illustrated with

the dashed curve in Fig. 2. The R values from BESIII have
an accuracy of better than 2.6% below 3.1 GeV and 3.0%
above. The average R value in the c.m. energy range
3.4–3.6 GeV obtained by BESIII is larger than the
corresponding KEDR result and theoretical expectation
by 1.9 and 2.7 standard deviations (accounting for 100%
correlated systematics from the last four of the seven
contributions in Table I), respectively. Further precision
measurements are desired and will help to improve the
accuracy of the SM predictions of αðM2

ZÞ, as well as the
muon magnetic anomaly, and to verify the QCD sum rules
at lower energies [44].

The BESIII Collaboration thanks the staff of BEPCII,
the IHEP computing center, and the supercomputing
center of USTC for their strong support. This work is
supported in part by National Key R&D Program of
China under Contracts No. 2020YFA0406400,
No. 2020YFA0406300; National Natural Science Foun-
dation of China (NSFC) under Contracts No. 11335008, No.
11625523, No. 11635010, No. 11735014, No. 11822506,
No. 11835012, No. 11935015, No. 11935016, No. 11935
018, No. 11961141012, No. 12022510, No. 120255
02, No. 12035009, No. 12035013, No. 12175244, No.
12061131003, No. 11705192, No. 11875115, No. 11875
262, No. 11950410506; the Chinese Academy of Sciences
(CAS) Large-Scale Scientific Facility Program; Joint Large-
Scale Scientific Facility Funds of the NSFC and CAS under
Contracts No. U1732263, No. U1832207, No. U1832103,
No.U2032105,No.U2032111;CASKeyResearch Program
of Frontier Sciences under Contract No. QYZDJ-SSW-
SLH040; 100 Talents Program of CAS; INPAC and
Shanghai Key Laboratory for Particle Physics and
Cosmology; ERC under Contract No. 758462; European
Union Horizon 2020 Research and Innovation Programme
under Marie Sklodowska-Curie Grant Agreement No.
894790; German Research Foundation DFG under

TABLE II. Summary of primary quantities mentioned in Eq. (1) and the measured R value for each c.m. energy, where the
uncertainties are statistical and systematic, respectively.

ffiffiffi
s

p
(GeV) Nobs

had Nbkg σ0μμ (nb) Lint (pb−1) εhad (%) 1þ δ R

2.2324 83 227 2041 17.427 2.645 64.45 1.195 2.286$ 0.008$ 0.037
2.4000 96 627 2331 15.079 3.415 67.29 1.204 2.260$ 0.008$ 0.042
2.8000 83 802 2075 11.078 3.753 72.25 1.219 2.233$ 0.008$ 0.055
3.0500 283 822 7719 9.337 14.89 73.91 1.193 2.252$ 0.004$ 0.052
3.0600 282 467 7683 9.276 15.04 73.88 1.183 2.255$ 0.004$ 0.054
3.0800 552 435 15 433 9.156 31.02 73.98 1.123 2.277$ 0.003$ 0.046
3.4000 32 202 843 7.513 1.733 74.81 1.382 2.330$ 0.014$ 0.058
3.5000 62 670 1691 7.090 3.633 75.32 1.351 2.327$ 0.010$ 0.062
3.5424 145 303 3872 6.921 8.693 75.58 1.341 2.319$ 0.006$ 0.060
3.5538 92 996 2469 6.877 5.562 75.50 1.338 2.342$ 0.008$ 0.064
3.5611 64 650 2477 6.849 3.847 75.50 1.337 2.338$ 0.010$ 0.066
3.6002 159 644 9817 6.701 9.502 75.73 1.328 2.339$ 0.006$ 0.065
3.6500 78 730 6168 6.519 4.760 76.00 1.308 2.352$ 0.009$ 0.067
3.6710 75 253 6461 6.445 4.628 76.11 1.260 2.405$ 0.010$ 0.067

 (GeV)s
2.5 3 3.5

2

3

BESIII (this Letter)
KEDR

BES
MARK-I

2γγ
PLUTO

Crystal Ball
'ψ and ψpQCD+J/

R

FIG. 2. Comparison of R values in the c.m. energy region from
2.2 to 3.7 GeV, where the red dots denote that of BESIII, green
dots stand for that of BES [11–15], rectangles show KEDR
measurements [16–18], orange crosses are R values from the γγ2
Collaboration [6], cyan stars are that of MARK-I [8], brown
diamonds are PLUTO results [9], and the R value of the Crystal
Ball Collaboration is shown as a magenta triangle [10].

PHYSICAL REVIEW LETTERS 128, 062004 (2022)

062004-7

BESIII: PRL 128, 062004 (2022)

Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024

• New results from BESIII (not in the WP)

• 14 points:  GeV

• Precision slightly better than KEDR


• dominated by systematic uncertainties

• 2% -> 3% from 2.2 to 3.7 GeV


• Measured cross section somewhat above KEDR 
(by 1.9σ) data and pQCD predictions (by 2.7σ)  

2.23 < s < 3.67



Measurement of additional radiation in ISR processes
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● Study of  and  with 1 (NLO) or 2 (NNLO) additional hard photons

●The full BaBar data sample (~468 fb-1) is used.   Data compared with MC generators:

● AfkQed :    up to NNLO additional ISR collinear to beams, FSR from PHOTOS

●Phokara 9.1:  full matrix elements at NLO (no NNLO)

e+e− → μ+μ−γISR e+e− → π+π−γISR

Zhiqing Zhang (IJCLab, Orsay) /14+5Moriond QCD 2024, March 31-April 7, La Thuile

Study ISR Processes e+e−→!+!−/"+"−#ISR with 1 or 2 more Hard Photons

6

➣ Two NLO fits
➣ Small Angle (SA) fit
➣ Large Angle (LA) fit  

➣ Three NNLO fits
➣ 2SA fit results
➣ SA+LA fit results
➣ 2LA fit results

➣ Two tracks with opposite charges, each with
➣ ": 0.4−2.45 rad  
➣ pT > 0.1 GeV/c
➣ at least 15 hits in DCH
➣ docaxy < 5mm, |Δz| < 6 cm
➣ Particle identification applied

➣ ISR photon candidate:
➣ ": 0.35−2.4 rad
➣ Largest E*, with E* > 4 GeV

Collinear approximation for all
SA-related fits

Zhiqing Zhang (IJCLab, Orsay) /14+5Moriond QCD 2024, March 31-April 7, La Thuile

Study ISR Processes e+e−→!+!−/"+"−#ISR with 1 or 2 more Hard Photons

6

➣ Two NLO fits
➣ Small Angle (SA) fit
➣ Large Angle (LA) fit  

➣ Three NNLO fits
➣ 2SA fit results
➣ SA+LA fit results
➣ 2LA fit results

➣ Two tracks with opposite charges, each with
➣ ": 0.4−2.45 rad  
➣ pT > 0.1 GeV/c
➣ at least 15 hits in DCH
➣ docaxy < 5mm, |Δz| < 6 cm
➣ Particle identification applied

➣ ISR photon candidate:
➣ ": 0.35−2.4 rad
➣ Largest E*, with E* > 4 GeV

Collinear approximation for all
SA-related fits

NLO event topologies

NNLO event topologies

Two NLO fits:

• 

•

γISRγSA (E*γSA
> 200 MeV)

γISRγLA (EγL A
> 200 MeV)

Three categories:

• NLO LA 

• NLO SA 

• LO: events with no ’s above 

threshold
γ

Three NNLO fits and three 
categories:

•   -> NNLO 2SA

•   -> NNLO SA+LA

•   -> NNLO 2LA

γISRγSAγSA
γISRγSAγLA
γISRγLAγLA

●  All events are subjected to 
several fits consistent with the 
event topology


● The fit with the best χ2  
determine the category of that 
event


● Small-angle (SA) ’s  assumed 
collinear with the beams.   
Large-angle (LA) ’s detected

γ

γ

BABAR: Phys. Rev. D108 (2023)  111103

Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024



NLO fits results
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Zhiqing Zhang, IJCLab, Orsay /21+146th plenary workshop of  the muon g-2 theory initiative, 4/9/23
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NLO SA Fit Results (E*γSA>200 MeV)
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Bias of the collinear 
approximation studied 
(backup)

●Similar results for   and  samples 

●  affected by larger background due to 

other multihadronic processes,  largely 
suppressed by a BDT-based selection 

μμ ππ
ππ

●Phokara: clear energy-dependent excess 
w.r.t. data at low additional SA γ energy 


●  Overall Phokara excess is ~25% 

●  Good MC/data agreement for extra 

●

γLA

NNLO fits results 5
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FIG. 4: Distributions of the �2 (a), (b) of the �ISR2�SA kinematic fit for the muon (left) and pion (right) samples. The
corresponding distributions (c), (d) of the c.m. energies of the more (full dots) and less energetic (open dots) SA photons after
subtraction of backgrounds and NLO feedthrough, compared with AfkQed predictions (histograms), normalized to the data
for E⇤

�SA
< 2.3GeV.

gies. The same-beam NNLO component in the measured
�ISR�SA spectrum is thus inferred from the sum of �SA
energies in data �ISR2�SA events, and subtracted. As
shown in the bottom panels in Fig. 2, the NLO SA pho-
ton energy spectrum in data after the NNLO correction
agrees better in shape with the Phokhara prediction,
but it has a deficit in rate by more than 20%.

The final fractions of all fit categories with respect to
the total event sample are given in Table I. The sys-
tematic uncertainties include those from e�ciency cor-
rections, background subtraction and feedthrough cor-
rections with the latter two being the dominant contri-
butions. Template fits to the ✓min(trk,�LA) distributions in
the �ISR�LA, �ISR�SA�LA and �ISR2�LA samples are used
to estimate the fractions of FSR and large-angle ISR at
the NLO and NNLO levels (Appendix D).

The results are summarized below:

• NNLO contributions are clearly observed with a
total fraction of (3.47 ± 0.38)% for muons and
(3.36±0.39)% for pions. This allows the correction
of NLO rates for cross feeds from NNLO categories.
The corrected shape of the energy distribution for

single SA photons provides further evidence, and
good internal consistency.

• The NLO SA-ISR fractions in the Phokhara gen-
erator are higher than in the data, with data/MC
ratios of 0.763±0.019 for dimuons and 0.750±0.008
for dipions, while the respective LA-ISR ratios,
0.96±0.03 and 0.98±0.03, are consistent with unity.
This indicates a problem in the angular distribution
of the NLO photon generated by Phokhara, with
a large excess at small angles to the beams.

• The AfkQed generator provides a reasonable de-
scription of the rates and energy distributions of
NLO and NNLO data. The sum of SA-ISR and LA-
ISR rates in data up to the cuto↵ at 2.3GeV photon
energy applied at generation (Appendix A) leads
to slightly high data/MC ratios of 1.061±0.015 for
muons and 1.043± 0.010 for pions.

• The ratio between data and the Phokhara pre-
diction for NLO FSR is found to be 0.86 ± 0.05
for muons and 0.76 ± 0.12 for pions. The corre-

● Significant NNLO 
component observed

● Dominant contribution 

from 2SA process 

● Overall ~3.5% both for 

muons and pions 

Léonard Polat Moriond EW - 30/03/2024

NNLO fits

12

NNLO contribution obtained after NLO (Phokhara) subtraction from data.

AfkQED events assigned to NNLO 2SA, SA+LA or 2LA 
if �2 smaller than any other category, including NLO.

Significant NNLO signals 
found. 2SA dominant 
category.

Good agreement with 
AfkQED up to 2.3 GeV.

●  AfkQed reproduces well the additional SA 
photons energy distributions

“NLO” bkgd

γISR μ+μ− 2γSA

γISR μ+μ−γSA
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Consequences for the  measurementsσ(e+e− → π+π−)

20

●  BABAR analyses essentially unaffected:  

● loose selection, ππ/µµ ratio, efficiencies from data => no particular dependence from 

any MC

● Phokara used for acceptance corrections => Estimated effect (0.03±0.01)% well below 

the quoted syst. uncertainty of ~0.5%

● NLO already included in 2009 analysis (one extra photon, SA or LA) allowed

● New analysis in progress will allow for two extra photons (NNLO)


●  Other ISR results (KLOE, BESIII), relying on Phokara, might be affected by:

● Missing NNLO and higher order contributions

● Too large MC SA hard-photon rate

● Recent DHMZ study with fast simulation to estimate such effects [arXiv:2312.02053]

● A precise estimate of such effects could/should be performed by the experiment 

themselves
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What’s in the future

21

• The ππ channel is still the major source 
of uncertainty

• CMD-3 result increases the tension

• Progress in the theoretical description 

of radiative corrections is necessary 
to reach few per mil precision

BABARSND & CMD-3 KLOE

BESIII Belle II

New  analysis on full data set, 
with different technique, in progress

=> Effectively ~x7 data sample 

ππ1fb-1 collected above 1 GeV

==> many analysis in progress 
on multi hadron production


1fb-1 planned in the ρ region

==> Future  analyses with 
much improved control of 
systematic effects 

ππ

New  analysis on full data 
set in progress => ~x10 data 
sample 

ππ

20 fb-1 total collected data at      
√s =3770 MeV (~x6 previous 
analyses). 

Expected improved ISR analysis 
on many final states

ISR program, analogous to 
BABAR, already started

• Impact of other final states becoming very important. 

• Goal: measure the main channels at 1-3% total uncertainty

• Sophisticated amplitude analyses needed in most cases


• KEDR @VEPP-4M, BESIII and BelleII may provide 
new inclusive measurement at  GeVs > 2

Vladimir Druzhinin for SND Collaboration
Budker INP, Novosibirsk, Russia

July 29, 2021

Study of 𝑒+𝑒− annihilation to hadrons 
with SND at VEPP-2000

EPS-HEP2021

Belle2 ISR programBelle2 ISR program
x50-100 of Belle,BaBar statistics 

First sample of ρ,φ,ω by ISR

CMD-3 
direct scan

ISR Luminosity

Dedicated ISR WG, 
ISR Trigger inefficiency 
~30% (Belle)  <1% (Belle2)�

σ(e+e+  3� π) expected to be released in coming months

Exclusive channels of 𝑒+𝑒− → ℎ𝑎𝑑𝑟𝑜𝑛𝑠

Event signature Final state (published/submitted, in progress, are waited)

2 charged 𝜋+𝜋− 𝐊+𝐊− 𝐊𝐒𝐊𝐋 𝐩𝐩 𝜋+𝜋−𝛾

2 charged + γ’s

𝜋+𝜋−𝜋0 𝜋+𝜋−2𝜋0 𝜋+𝜋−3𝜋0
𝜋+𝜋−4𝜋0 𝜋+𝜋−𝜂 𝛑+𝛑−𝛑𝟎𝛈 𝜋+𝜋−2𝜋0𝜂

𝐾+𝐾−𝜋0 𝐾+𝐾−2𝜋0 𝐊+𝐊−𝜼 𝐾𝑆𝐾𝐿𝜋0
𝐾𝑆𝐾𝐿𝜂 𝜼′(𝟗𝟓𝟖)

4 charged 2𝛑+𝟐𝛑−

𝐊+𝐊−𝛑+𝛑− 𝐾𝑆𝐾±𝜋∓

4 charged + γ’s
2𝜋+2𝜋−𝜋0 2𝜋+2𝜋−2𝜋0

𝜋+𝜋−𝜂 𝜋+𝜋−𝜔 2𝜋+2𝜋−𝜂
𝐾+𝐾−𝜔 𝐾𝑆𝐾±𝜋∓𝜋0 𝐷∗0(2007)

6 charged 3𝛑+𝟑𝛑− 𝐾𝑆𝐾𝑆𝜋+𝜋− KsK∓

6 charged + γ’s 3𝛑+𝟑𝛑−𝛑𝟎

Fully neutral 𝜋0𝛾 2𝜋0𝛾 3𝜋0𝛾
𝜂𝛾 𝜋0𝜂𝛾 2𝜋0𝜂𝛾

Other 𝑛𝑛 𝜋0𝑒+𝑒− 𝜂𝑒+𝑒−

Published/submitted results:

3𝜋+3𝜋−: PLB 723 (2013) 82-89 

𝜂′: PLB 740 (2015) 273-277  

𝑝 ҧ𝑝: PLB 759 (2016) 634-640 

𝐾+𝐾−𝜋+𝜋−: PLB 756 (2016)     
153-160

𝐾+𝐾− (𝑎𝑡 𝜙(1020)): PLB 779 
(2018) 64-71 

2𝜋+2𝜋− (near 𝜙(1020): PLB 
768 (2017) 345-350

𝜔𝜂, 𝜂𝜋+𝜋−𝜋0: PLB 773 (2017) 
150-158

𝐾𝑆𝐾𝐿 (𝑎𝑡 𝜙(1020)): PLB 760 
(2016) 314-319

3𝜋+3𝜋−𝜋0: PLB 792 (2019), 
419-423 

𝐾+𝐾−𝜂: arXiv:1906.08006, 
accepted by PLB

𝜋+𝜋−: submitted to PLB 
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New BABAR e+e− → γISR π+π−(γγ)
 Published analysis (2009)

●  Run 1-4 (232 fb-1)

●  Main systematics from Particle Identification (PID) 

related effects

●  Track momentum selection: p>1 GeV/c

●  Total uncert. [0.6 — 0.9 GeV] = 0.5%

New analysis (in progress)

●  Run 1-6 (469 fb-1)

●  New muon detector in additional data

●  No PID selection and no momentum cut (detector limit 

pT>0.1 GeV/c

●  π/µ/Κ separation from angular distribution

 ==> effectively x7 statistics increase

●  Up to two extra photon admitted in the fit ==> NNLO 

measurement


●  Challenge: understand data/MC differences for 
tracking&trigger efficiencies  below 1 GeV

Léonard Polat Moriond EW - 30/03/2024

New features in the upcoming analysis

7

                New analysis (202?):

• Runs 1 to 6 (424.2 fb-1 + 43.9 fb-1 on/off � 4�  resonance) and no PID requirement: 
larger statistics, smaller stat. & syst. uncertainties,

• New method to separate all processes: fit of angular distributions in 2-particle CM frame 
→ ��

∗ = angle between trk− and �ISR in �� CM frame,

• �/� separation at large cos ��
∗ : release � > 1 GeV/c cut → increase statistics.

→ independent method allowing to check the previous BaBar result + improve the precision.

���
���

���
���

Data

cos ��
∗

� > � 퐆��/�
   > �. � 퐆��/�

��� MC
��� 0.70-0.75 GeV

cos ��
∗2023: Measurement of add. radiation in �+�− → �+�−�ISR � /�+�−�ISR � 

                Previous analysis (2009 / 2012):

• Runs 1 to 4 (232 fb-1 at � 4� ),

• �/� separation using particle identification (PID), one of dominant systematics,

• Momentum selection on each track: � > 1 GeV/� (more reliable �ID),

• Total relative systematic uncertainty (0.5 − 1 GeV/�2) = 0.50%.

Importance of low-momentum tracking (MC)

g-2 Workshop, FermiLab 4/06/2017 22

ppg

µµg

no p cut 

p>0.2 GeV

p>1.0 GeV

M. Davier  ISR BABAR g-2

Importance of low-momentum tracking (MC)

g-2 Workshop, FermiLab 4/06/2017 22

ppg

µµg

no p cut 

p>0.2 GeV

p>1.0 GeV

M. Davier  ISR BABAR g-2

Importance of low-momentum tracking (MC)

g-2 Workshop, FermiLab 4/06/2017 22

ppg

µµg

no p cut 

p>0.2 GeV

p>1.0 GeV

M. Davier  ISR BABAR g-2

Importance of low-momentum tracking (MC)

g-2 Workshop, FermiLab 4/06/2017 22

ppg

µµg

no p cut 

p>0.2 GeV

p>1.0 GeV

M. Davier  ISR BABAR g-2

ππ µµ
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The CMD-3 is only one now over many 
other e+e- experiments (BaBar, 
KLOE, BES, CMD-2, SND, ...)

Unfortunately at the moment, we 

don’t know the reasons of the 

disagreement between different 

experiments. 

The impact of CMD-3 on SM prediction of aμ
had  The impact of CMD-3 on SM prediction of aμ
had  

James Mott: https://indico.fnal.gov/event/60738/
Alex Keshavarzi: https://indico.fnal.gov/event/57249/contributions/271581/

Using only 2π from CMD-3 
(+ others outside of CMD-3 √s range): 
aμ

ππ ,LO  = 526.0(4.2) x10-10

             +20.0x10-10 to TI WhitePaper  

Conclusions

23

• The muon g-2 is a long standing and among the most solid and significant 
discrepancies between experiment and SM theory

• Impressive recent improvements in every direction:

• high quality e+e- data from new experiments/analyses

• new direct measurement at Fermilab (g-2)µ experiment

• accuracy of lattice calculations becoming competitive

But the puzzle now is not at all simpler w.r.t. WP!!
Many open questions:

• KLOE vs BABAR vs CMD-3

   Where the differences come from?


• Lattice vs e+e- data?


• Will the final FNAL and JPARC results confirm 
the current central value?
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Why studying   annihilatione+e−

25

• All had begin with ADA in Frascati…. e+e- annihilation at low energies is a very effective 
tool to study the structure of the hadrons

• initial state well defined (momentum and quantum 

numbers)

• the final state can be fully reconstructed

• in general very simple event topology

• Many more e+e- collider since ADA: 

	 - c.m. energy up to  200 GeV (LEP-2)

       - Luminosity above 


   1034 cm-2s-1  (B-factories) 

   and 1035 cm-2s-1  (SuperKEKB) 

Bernardini,Corazza,Ghigo,Touschek

Il Nuovo Cimento 18, 1293 (1960)
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Perturbative QCD approaches do not apply at low energies 

• QCD-based models need experimental data as input

• Nature of many observed exotic states not yet understood 

• Precise knowledge of Hadronic Vacuum Polarization 

(HVP) needed for the calculation of:

• αQED(MZ2) : running fine structure constant at the Z0 mass


• (g-2)µ :  anomalous magnetic moment of the muon   



HVP calculations

26

• Quark loops not computable from QCD (low mass scale)

• Can use dispersion relations, with analyticity and optical theorem to 

relate the vertex corrections to the e+e− ➝ hadrons  cross section

µ

γ

hadrons

γ

µ

Dispersion	integral

K(s)/s ~ 1/s2	emphasizes the role 
of the processes at low energies

aHVP,LO
μ =

α2

3π2 ∫
∞

sth

ds
K(s)

s
R(s)

Im[ ] ||
hadrons

)(  ])( hadrons[   )(Im 12
0

sRees
pt

≡→=Π
−+

σ
γσπ γ

; σ0(s) = σ(s)(α /α(s))2
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Muon g-2 Theory Initiative and data combination
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Muon g-2 Theory Initiative

Goal: improve the SM evaluation of aµ to a precision 
comparable to that expected from experiments (~100 ppb)


White Paper:  T. Toyama et al., Phys.Rep. 887 (2020) 1 

• Provide a comprehensive update about the g-2 question


• Data-driven SM calculation (using  and τ data)

• SM Lattice calculations  

• Direct measurements

e+e−

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 23. Left: Rescaling factor accounting for inconsistencies among experiments versus
p
s. Right: Relative averaging weights per experiment versus

p
s (see text).

Source: Reprinted from Ref. [6].

Fig. 24. Cross section for e+e� ! ⇡+⇡� annihilation measured by the different experiments for the entire energy range. The error bars contain
both statistical and systematic errors, added in quadrature. The shaded (green) band represents the average of all the measurements obtained by
HVPTools, which is used for the numerical integration following the procedure discussed in Section 2.3.1.
Source: Reprinted from Ref. [6].

correlated systematic uncertainties are distinguished. Among those, the most significant belong to radiative corrections,
which are the same for CMD2, CMD3, and SND, as well as to luminosity determinations by BABAR, CMD2, and SND
(correlated per experiment for different channels, but independent between different experiments). Propagating each of
these categories of systematic uncertainties separately in the combinations allows for their coherent treatment in the sum
of the contributions of the different channels. This yields a larger, but more realistic, uncertainty on aHVP, LOµ .

Adding all lowest-order hadronic contributions together gives

aHVP, LOµ = 694.0(4.0) ⇥ 10�10, (2.14)

which is dominated by experimental systematic uncertainties [6].

2.3.2. The KNT approach
KNT [3,7] provide a predominantly data-driven compilation for the hadronic R-ratio, which is then used to predict the

HVP contributions to precision observables such as the anomalous magnetic moment of the electron (ae), muon (aµ), and
⌧ lepton (a⌧ ), to the ground-state hyperfine splitting of muonium, and also the hadronic contributions to the running of
the QED coupling ↵(q2). The obtained R-ratio has also been used to determine the strong coupling ↵s at low scales through
finite-energy sum rules [209].

Data selection and application of radiative corrections. The KNT analyses [3,7] are based on the earlier works of Refs. [210–
214]. With very few exceptions where data sets are known to be unreliable, superseded by newer analyses, or not adding
any useful information, all available data sets for e+e� ! hadrons in the relevant energy range are used. However, KNT

31

Data combination for calculation of 
 is quite a delicate procedure:


• >300 data sets from >50 channels by 
dozens of experiments

aHVP−LO
μ

Various approaches used to perform the data   
combination and integration. Among them:

• DHMZ,  Eur. Phys. J. C 80 (3) (2020) 241 

• KNT,   Phys. Rev. D 101 (2020) 014029  

• F. Jegerlehner, Springer Tracts Mod. Phys. 274 (2017) 1 

• WP 2020 recommended aµHVP,LO value is based on a 
combination of DHMZ and KNT evaluations


• They agree within roughly one sigma. 

• Results on aµππ (for √s < 1.8 GeV):


• KNT: aµHVP,LO[ππ ]= (503.2 ± 1.9) ·10-10 

• DHMZ: aµHVP,LO[ππ ]= (507.9 ± 0.8 ± 3.2) ·10-10

BaBar-KLOE difference

https://www.sciencedirect.com/science/article/pii/S0370157320302556
https://link.springer.com/article/10.1140/epjc/s10052-020-7792-2
https://doi.org/10.1103/PhysRevD.101.014029
https://link.springer.com/book/10.1007/978-3-319-63577-4


R vs s

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 28. A compilation of the modulus squared of the pion form factor in the ⇢ meson region, which yields about 75% of aHVP, LO
µ . Data from CMD-2,

SND, KLOE, BABAR, BESIII, and CLEOc [43,48–51,58,60,61,64,65,73,82,84,140,141], besides some older sets.
Source: Reprinted from Ref. [27].

Fig. 29. The compilation of R(s)-data utilized in the analyses of Refs. [27,217–220]. The bottom line shows the relative systematic errors within the
split regions. Different regions are assumed to have uncorrelated systematics. Data from Refs. [37,41,44–47,53–56,59,62,63,66,67,69–72,75–77,142,
167,222–227] and others.
Source: Adapted from Ref. [27].

In addition to the data shown in the figures, pQCD is applied from 5.2GeV to 9.46GeV as well as above 11.5GeV, see
Fig. 29, using the code of Ref. [132]. The central result based on e+e� data alone is13

aHVP, LOµ = 688.1(4.1) ⇥ 10�10 , (2.18)

where the central values and uncertainties are distributed on different energy ranges as shown in Fig. 30. In view of the
observed discrepancies in the e+e� ! ⇡⇡ data from BABAR and KLOE, also a combined analysis with the ⌧ ! ⇡⇡⌫⌧

data from ALEPH [180,191,228,229], OPAL [182], CLEO [183], and Belle [185] has been considered [27]

aHVP, LOµ = 688.8(3.4) ⇥ 10�10 , (2.19)

which is based on the isospin-breaking corrections from Ref. [178] (see Section 2.2.6). Finally, the combination with
analyticity constraints (see Section 2.3.4) in the implementation of Ref. [230] leads to [27]

aHVP, LOµ = 689.5(3.3) ⇥ 10�10 . (2.20)

Hidden-local-symmetry approach. ChPT provides a rigorous access to the low-energy part of the nonperturbative sector of
QCD, but needs to be extended by vector mesons to go deeper inside the resonance region, leading to Resonance Chiral
Perturbation Theory (R�PT). As shown in Ref. [231], R�PT is, in principle, equivalent to the Hidden Local Symmetry (HLS)
model [232,233], motivating the use of the HLS model for the analysis of annihilation cross sections as input for HVP. Such
effective Lagrangians share the important feature that they predict physics correlations among the different annihilation

13 This number, which relies on GS and BW parameterizations as described above, is quoted below in Section 2.3.5 as the main result from this
approach.
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Recommended WP2020 value from conservative merging of the various 
evaluations (dominated by the results from DHMZ19 and KNT19):

 
aµHVP,LO = (693.1  ± 2.8exp   ± 2.8sys   ±  0.7DV-QCD) ·10-10 

KLOE-BABAR ππ 
discrepancy

experimental 
uncertainties

data vs QCD 
differences



The other contributions to aµ 
Higher order HVP:

various calculations, all in agreement

• NLO: aµHVP,NLO = (-98.3 ± 0.7) ·10-11 

• NNLO: aµHVP,NNLO = (12.4 ± 0.1) ·10-11 

29

Recommended WP20 theory (SM) value: 

aµSM = (116 591 810 ± 43) ·10-11

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 33. Higher-order insertions of HVP at NLO. The gray blobs refer to HVP, the white one in diagram (b) to leptonic VP.

Table 7

Evaluations of aHVP, NLO
µ from FJ17 [27], HLMNT11 [214], KLMS14 [8] (using the LO HVP routine from

Ref. [214] as input), and KNT19 [7]. The evaluation from Ref. [8] was also adopted in Ref. [6].
FJ17 HLMNT11 KLMS14 KNT19

aHVP, NLO
µ ⇥ 1010 �9.93(7) �9.84(7) �9.87(9) �9.83(4)

We consider the merged number quoted in Eq. (2.33) a conservative but realistic assessment of the current situation
regarding LO HVP. It merges different methodologies for the direct integration of the data, while including analytic-
ity/unitarity constraints where available (covering about 80% of the final value) and accounting for the tension between the
BABAR/KLOE data sets beyond the standard (local) �2 inflation. In particular, in this procedure, it is clear how new high-
statistics data on the 2⇡ channel would impact the various components of the uncertainty: by reducing the experimental
and systematic uncertainties when included in the average; because evaluations without BABAR/KLOE would no longer be
dominated by KLOE/BABAR; and because differences in methodology will become less important when tensions between
the data are less severe.

2.3.8. Higher-order insertions of HVP
Higher-order iterations of HVP have been considered as early as Ref. [286], leading to the consideration of the

topologies shown in Fig. 33. Explicit kernel functions for the corresponding integrals have been derived in Refs. [131,287].
Numerically, diagrams (a) and (b) yield the dominant contribution (with a sizable cancellation between them), while
diagram (c) is very small. Recent evaluations are shown in Table 7. Within uncertainties there is good agreement among
the different evaluations, especially in view of the final accuracy required for (g � 2)µ. To be consistent with the merged
value for LO HVP given in Eq. (2.33), we adopt the central value from Ref. [7] but increase the uncertainty accordingly,
leading to

aHVP, NLOµ = �9.83(7) ⇥ 10�10, (2.34)

which, in particular, ensures that the uncertainty can still be considered anticorrelated with the one assigned to the LO
HVP contribution.

Beyond NLO, it was pointed out in Ref. [8] that even NNLO insertions are not negligible, as their combined effect

aHVP, NNLOµ = 1.24(1) ⇥ 10�10 (2.35)

is of a similar size as the final accuracy goal of the Fermilab g � 2 experiment. We will adopt this value for the NNLO
contribution, which agrees well with the subsequent evaluation from Ref. [27], aHVP, NNLOµ = 1.22(1) ⇥ 10�10.

2.4. Prospects to improve HVP further

2.4.1. The MUonE project
A novel approach has been proposed to determine aHVP, LOµ , measuring the effective electromagnetic coupling in the

spacelike region via scattering data [288]. The elastic scattering of high-energy muons on atomic electrons of a low-Z
target has been identified as an ideal process for this measurement and a new experiment, MUonE, has been proposed at
CERN to measure the shape of the differential cross section of µe elastic scattering as a function of the spacelike squared
momentum transfer [289].

Assuming a 150GeV muon beam with an average intensity of about 1.3 ⇥ 107 muons/s, presently available at CERN’s
muon M2 beamline, incident on a target consisting of 40 beryllium layers, each 1.5 cm thick, and three years of data taking,
one can reach an integrated luminosity of about 1.5⇥ 107 nb�1, which would correspond to a statistical error of 0.3% on
the value of aHVP, LOµ . The direct measurement of the effective electromagnetic coupling via µe scattering would therefore
provide an independent and competitive determination of aHVP, LOµ . It would consolidate the muon g � 2 prediction and
allow a firmer interpretation of the upcoming measurements at Fermilab and J-PARC.
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Sizable Sizable Very small

QED contributions:

full perturbative calculation (α = 1/137.035)

10th order corrections calculated! 

• aµQED = (116 584 718.931 ± 0.104) ·10-11

Hadronic Light-By-Light:

estimates with a dispersive relations approach and with 
lattice calculations compatible. Average value:

• aµHLBL = (92 ± 18) ·10-11 

Electroweak contributions:

calculated up to two loops and an estimate of 
leading log contribution beyond 2-loop level

• aµEW = (153.6 ± 1.0) ·10-11 
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Table 4

Full evaluations of aHVP, LO
µ from FJ17 [27], DHMZ19 [6], KNT19 [7], and BDJ19 [238]. The uncertainty in DHMZ19 includes an additional systematic

uncertainty to account for the tension between KLOE and BABAR.
BDJ19 DHMZ19 FJ17 KNT19

aHVP, LO
µ ⇥ 1010 687.1(3.0) 694.0(4.0) 688.1(4.1) 692.8(2.4)

Table 5

Selected exclusive-mode contributions to aHVP, LO
µ from DHMZ19 and KNT19, for the energy range  1.8GeV, in units of 10�10. Where three (or

more) uncertainties are given for DHMZ19, the first is statistical, the second channel-specific systematic, and the third common systematic, which is
correlated with at least one other channel. For the ⇡+⇡� channel, the uncertainty accounting for the tension between BABAR and KLOE (amounting
to 2.76 ⇥ 10�10) is included in the channel-specific systematic.

DHMZ19 KNT19 Difference
⇡+⇡� 507.85(0.83)(3.23)(0.55) 504.23(1.90) 3.62
⇡+⇡�⇡0 46.21(0.40)(1.10)(0.86) 46.63(94) �0.42
⇡+⇡�⇡+⇡� 13.68(0.03)(0.27)(0.14) 13.99(19) �0.31
⇡+⇡�⇡0⇡0 18.03(0.06)(0.48)(0.26) 18.15(74) �0.12
K+K� 23.08(0.20)(0.33)(0.21) 23.00(22) 0.08
KSKL 12.82(0.06)(0.18)(0.15) 13.04(19) �0.22
⇡0� 4.41(0.06)(0.04)(0.07) 4.58(10) �0.17
Sum of the above 626.08(0.95)(3.48)(1.47) 623.62(2.27) 2.46
[1.8, 3.7]GeV (without cc̄) 33.45(71) 34.45(56) �1.00
J/ ,  (2S) 7.76(12) 7.84(19) �0.08
[3.7, 1) GeV 17.15(31) 16.95(19) 0.20

Total aHVP, LO
µ 694.0(1.0)(3.5)(1.6)(0.1) (0.7)DV+QCD 692.8(2.4) 1.2

choice of the ranges is motivated by the gain of precision of the fit in the low-energy region compared to the combined
data integration. The fit result below 0.63GeV,

aHVP, LOµ [⇡⇡ ]
��
0.63GeV = 133.2(5)(4) ⇥ 10�10

= 133.2(6) ⇥ 10�10 , (2.32)

where the first error estimates experimental and the second model uncertainty (checked to be significant with respect to
fluctuations of the experimental uncertainties), agrees well with Eq. (2.29) and Eq. (2.31). While the slightly larger central
value could also be due to the differences in the data treatment, the smaller systematic uncertainty likely arises when no
inelastic effects need to be constrained in the fit.

2.3.5. Comparison of dispersive HVP evaluations
The different evaluations described in the previous sections all rely on data for e+e� ! hadrons, but differ in the

treatment of the data as well as the assumptions made on the functional form of the cross section. In short, the evaluations
from Section 2.3.1 (DHMZ19) and Section 2.3.2 (KNT19) directly use the bare cross section, the one from Section 2.3.3
(FJ17) assumes in addition a Breit–Wigner form for some of the resonances, and the evaluation from (BDJ19) relies on
a hidden-local-symmetry (HLS) model. For certain channels, most notably 2⇡ and 3⇡ , constraints from analyticity and
unitarity define a global fit function or optimal bounds that can be used in the dispersion integral to integrate the data,
see Section 2.3.4 (ACD18 and CHS18 for 2⇡ ). In this section, we compare the different evaluations and comment on
possible origins of the most notable differences in the numerical results.

Table 4 shows the results of recent global evaluations. We start with a more detailed comparison of DHMZ19 and
KNT19. At first sight, both evaluation appear in very good agreement, but the comparison in the individual channels, see
Table 5, shows significant differences, most notably in the 2⇡ channel, which differs at the level of the final uncertainty.
For the 3⇡ channel, both analyses are now in good agreement, between each other as well as with a fit using analyticity
and unitarity constraints [5], which produces 46.2(8) ⇥ 10�10, see Eq. (2.30). Previous tensions could be traced back to
different interpolating functions [5,271,272]: since the data is relatively scarce off-peak in the ! region (and similarly,
to a lesser extent, for the �), while the cross section is still sizable, a linear interpolation overestimates the integral.
Both DHMZ19 and KNT19 analyses include evaluations of the threshold region of the 2⇡ channel, either using ChPT or
dispersive fits, as well as, going back to Ref. [211], estimates for the threshold regions of ⇡0� and 3⇡ below the lowest
data points, based on the chiral anomaly for the normalization and ! dominance for the energy dependence (following
Ref. [273] for ⇡0� and Refs. [274,275] for 3⇡ ). The corresponding estimates, 0.12(1) ⇥ 10�10 for ⇡0� and 0.01 ⇥ 10�10

for 3⇡ , agree well with recent dispersive analyses, which lead to 0.13⇥ 10�10 [276] and 0.02⇥ 10�10 [5], respectively.17
Finally, a difference of about 1.0⇥10�10 arises from the energy region [1.8, 3.7]GeV depending on whether data (KNT19)
or pQCD (DHMZ19) is used. Summing up these three individual channels already leads to a significant cancellation among

17 Since the 3⇡ threshold contribution is very small, it does not matter for aµ that in this case ! dominance from Refs. [274,275] noticeably
underestimates the cross section.
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The Initial State Radiation method
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γISR

hadrons

BABAR display of a 
typical  ISR event

s

E
x

*
γ2

=

m2
f = s′￼= s(1 − x)

• The hadronic cross section e+e− → f  can be extracted 
from the ISR cross section e+e− → γ f . 


• The radiator function W(s,x) is calculated in QED with 
accuracy better than 1% level

 Common ISR analysis strategy

• Tagged analysis (Eγ

*>3 GeV)

• Back-to-back topology btw ISR γ and the rest of the event

• π/Κ/p discrimination based on dE/dx e Cherenkov angle

• Kinematic fit for 4-momentum conservation

• Fitted χ2 used for signal selection and background subtraction

• Detector acceptances and selection efficiencies estimated with 

MC simulation

Initial State Radiation at B-factories 

Salamanca,	26/09/2017	 F.	Anulli	-	Hadronic	cross	sec<ons	and	muon	g-2	 9	

ISR studies at the ϒ(4S) yield the same 
observables as low energy e+e� experiments! 

Ø  Quantum numbers at production vertex   JPC=1��
Ø  Continuous ISR spectrum:  

Ø Access a large energy range from threshold up to √s ~ 8 GeV  
Ø  αem suppression compensated by the huge luminosity 
Ø  Comparable or better sensitivity than previous measurements based 
on energy scan 
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(s,mf )

dmf dcosθγ
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=
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W (s, x,θγ

∗) ⋅σ
e+e−→ f

mf( )

•  The hadronic cross section e+e� → f  can be 
extracted from the ISR cross section e+e� → γ f .  

•  The radiator function W(s,x) is calculated in QED 
with accuracy better than 1% level 
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tagged

untagged

e+e− ➝ γISRπ+π−

 √s = 10.58 GeV

To tag or not to tag

33

• So, what is the more convenient approach?

==> It depends on experimental situation

• At √s=10.58 GeV and for low mf, (i.e. large x) 
the hadronic system has a large boost opposite to 
the photon direction ==> the efficiency is almost 
insensitive to tagging

Untagged	approach:

☺	typically	higher	efficiency	

☹	higher	background	reduced	
by	requiring	the	missing	mass	
consistent	with	zero

Tagged	approach:

☺	fully	reconstructed	
events	➞ great	
background	reduction

☹	~90%	signal	loss

• This is why, at BABAR:

• Light Quarks final states   ⟺ Tagged analyses

• Heavy Quarks final states  ⟺ Untagged analyses

Druzhinin et al, arXiv:1105.4975

• At √s ≈ 1 GeV (KLOE) untagged analyses are more efficient 

θmin
e+ e−

f

γISR x =
Eγ

Eb

mf=√s(1-x)

Fabio Anulli  -  Hadronic cross sections     —  FPCP 2024



T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 4. Results from BABAR [60,64] using the large-angle ISR method: e+e� ! µ+µ� compared to NLO QED (top) and e+e� ! ⇡+⇡� from threshold
to 3 GeV using the ⇡⇡/µµ ratio (bottom). The inset shows the ⇢ region.
Source: Reprinted from Ref. [60].

Fig. 5. The BESIII (left, reprinted from Ref. [73]) and CLEO-c (right, reprinted from Ref. [84]) data on e+e� ! ⇡+⇡� in the ⇢ region using large-angle
detected ISR photons.

2.2.3. The missing channels
Thanks to the BABAR systematic program of measurements of exclusive cross sections, very few channels are now

missing below 2GeV. These involve states with either KL’s, or with high multiplicity, especially with multiple ⇡0’s. While
single-KL processes have recently been measured by BABAR [69], the cross sections for KLKL⇡⇡ can be safely estimated
from the corresponding KSKS states, assuming CP invariance. Also BABAR results on the ⇡+⇡�3⇡0 channel have just been
released [88], so that the only relevant final state up to 6 pions left unmeasured is ⇡+⇡�4⇡0. Its contribution can be
estimated from the other measured 6-pion final states using isospin constraints obtained by projecting the cross section
on Pais isospin classes [168,169]. When applying these isospin relations, it is important to consider the production of ⌘
mesons separately because of their isospin-violating decays. At the present time the estimated contribution of missing
channels contributes a fraction of less than 0.05% of the aHVP, LOµ value when integrating the cross sections up to 1.8GeV,
which is not an issue anymore (before 2017 this fraction amounted to 0.7%). The situation is more problematic between
1.8 and 2GeV, since the lack of measurements of higher-multiplicity final states could introduce some small systematic
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e+e− ➝ π+π− : BESIII and “CLEO-c”
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Fig. 4. Results from BABAR [60,64] using the large-angle ISR method: e+e� ! µ+µ� compared to NLO QED (top) and e+e� ! ⇡+⇡� from threshold
to 3 GeV using the ⇡⇡/µµ ratio (bottom). The inset shows the ⇢ region.
Source: Reprinted from Ref. [60].

Fig. 5. The BESIII (left, reprinted from Ref. [73]) and CLEO-c (right, reprinted from Ref. [84]) data on e+e� ! ⇡+⇡� in the ⇢ region using large-angle
detected ISR photons.

2.2.3. The missing channels
Thanks to the BABAR systematic program of measurements of exclusive cross sections, very few channels are now

missing below 2GeV. These involve states with either KL’s, or with high multiplicity, especially with multiple ⇡0’s. While
single-KL processes have recently been measured by BABAR [69], the cross sections for KLKL⇡⇡ can be safely estimated
from the corresponding KSKS states, assuming CP invariance. Also BABAR results on the ⇡+⇡�3⇡0 channel have just been
released [88], so that the only relevant final state up to 6 pions left unmeasured is ⇡+⇡�4⇡0. Its contribution can be
estimated from the other measured 6-pion final states using isospin constraints obtained by projecting the cross section
on Pais isospin classes [168,169]. When applying these isospin relations, it is important to consider the production of ⌘
mesons separately because of their isospin-violating decays. At the present time the estimated contribution of missing
channels contributes a fraction of less than 0.05% of the aHVP, LOµ value when integrating the cross sections up to 1.8GeV,
which is not an issue anymore (before 2017 this fraction amounted to 0.7%). The situation is more problematic between
1.8 and 2GeV, since the lack of measurements of higher-multiplicity final states could introduce some small systematic
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BESIII:	Phys.	Lett.	B	753	(2016)	629	

BESIII: 

• Tagged ISR. 600 <√s < 900 MeV. 

• Normalisation from MC, cross checked 

with  e+e- → µ+µ-.  

• Syst. uncertainties at the ρ-peak: ~0.9%

Analysis	of		CLEO-c data: 

• Tagged ISR   300 <√s < 1000 MeV.  

• Normalisation from MC

• Statistical uncertainty:  0.7%

• Syst. uncertainties on aµ: 1.5%

T.Xiao	et	al.:	Phys.	Rev.	D	97	(2018)	032012	
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SND: new e+e− ➝ π+π− 
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Figure 12. The dependence of the Born cross section of the e+e� ! ⇡+⇡� process on energy,
dots with errors are data, curve is the fit result.
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SND: JHEP 01 (2021) 113T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 17. Top left: ratio of SND-2020 ⇡+⇡� cross section values to form factor fit. Top right: ratio of previous SND and CMD-2 cross sections to new
SND fit. Bottom: similar ratios for BABAR (left) and KLOE8 and KLOE10 (right).
Source: Reprinted from Ref. [171].

Concerns also arise regarding data on the �(1020) resonance. Previously, a 5.1% difference between CMD-2 [57] at
VEPP-2M and BABAR [142], with the CMD-2 data being lower, was observed. SND [40] results are also low compared to
BABAR, but the discrepancy is not significant in view of the larger SND systematic uncertainty (6.8%). Surprisingly, new
results from CMD-3 at VEPP-2000 [81] exhibit the opposite effect: they are 5.5% higher than BABAR (cf. Fig. 18 (middle)).
The discrepancy of almost 11% between the two CMD-2/3 data sets greatly exceeds the quoted systematic uncertainty of
2.2%, of which only 1.2% is assigned to the detection efficiency. The upward cross section shift is claimed to originate from
a better understanding of the detection efficiency of kaons with very low energy in the CMD-3 data, since the �(1020) lies
very close to the K+K� threshold. It should be remarked that, in comparison with the CMD-2/3 and SND measurements,
the ISR method of BABAR benefits from higher-momentum kaons with better detection efficiency owing to the boost of
the final state.

Given the yet unresolved situation, both CMD-2 and CMD-3 data sets should be kept, which, owing to the uncertainty
rescaling procedure, leads to a deterioration of the precision (by about a factor of 2) of the combined data (Fig. 18
(bottom)). A better understanding of the data from CMD-2/3 and SND is necessary in order to improve the situation.

2.2.5. Short-term perspectives
Given the progress achieved in the last decade the situation on the contributions from multi-hadronic final states

appears well under control and new results to come from VEPP-2000 will provide additional checks. Thus, the attention
should be focused on the contributions from the low-lying vector mesons, where discrepancies between experiments
remain unresolved. The largest component from the ⇢ meson is still the first priority for improvement. In this respect,
results are expected from the on-going analysis of three experiments: BABAR [172] using the full data sample and a
new method independent of particle ID, which contributed the largest single systematic uncertainty in the 2009 analysis,
and CMD-3 [173] and SND [174] taking advantage of their upgraded detectors and the larger luminosity delivered by
VEPP-2000. First results and comparisons in the ⇡+⇡� channel have been presented recently by SND [171], as discussed
in Section 2.2.4.

2.2.6. Use of hadronic data from ⌧ decay
The use of data on semileptonic ⌧ decays in the evaluation of aHVP, LOµ and �↵

(5)
had was originally proposed in Ref. [175].

It is based on the fact that in the limit of isospin invariance, the spectral function of the vector current decay ⌧� ! X�⌫⌧
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very close to the K+K� threshold. It should be remarked that, in comparison with the CMD-2/3 and SND measurements,
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and CMD-3 [173] and SND [174] taking advantage of their upgraded detectors and the larger luminosity delivered by
VEPP-2000. First results and comparisons in the ⇡+⇡� channel have been presented recently by SND [171], as discussed
in Section 2.2.4.

2.2.6. Use of hadronic data from ⌧ decay
The use of data on semileptonic ⌧ decays in the evaluation of aHVP, LOµ and �↵

(5)
had was originally proposed in Ref. [175].

It is based on the fact that in the limit of isospin invariance, the spectral function of the vector current decay ⌧� ! X�⌫⌧
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• Energy scan at VEPP-2000: 0.32 < √s < 2 GeV

• peak luminosity 7x1031 cm-2s-1

• higher than VEPP-2M  (CMD-2)

• ~70% of data  in the ρ-peak region 

• This analysis:

• 10% of collected data, with  525 < √s < 883 MeV

• Syst. uncertainties ~0.8%


• aππ
μ [525 − 883 MeV] = (409.79 ± 1.44 ± 3.87) × 10−10

BABAR vs SND KLOE vs SND
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CMD-3 e+e− ➝ π+π− : Results

 11 December 2023 Roma Tre g-2 Seminar
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Figure 31: The relative deviation of the measured pion form factor from the fitted function. Di↵erent types
of markers correspond to di↵erent data sets of RHO2013, RHO2018 and LOW2020 data taking seasons.
The fit parameters show the average di↵erence between the data and the fitted function.

The � interference was previously studied using only the detected numbers of events
by the OLYA [78] experiment or by using visible cross section measured by ND [79] and
SND [80] at the VEPP-2M e+e� collider. In the SND case, a simultaneous fit together
with possible background contributions in the detected cross section was performed. SND
result for the � ! ⇡+⇡� interference is the following: |F �

⇡ |2 = 2.98 ± 0.02 ± 0.16,  ⇡ =
�(34 ± 5)� and B�!⇡+⇡�B�!e+e� = (2.1 ± 0.4) ⇥ 10�8 (according to Eq.14 from the SND
paper [80]). Their parameters show 2.5 standard deviation di↵erence from the CMD-3
result. This deviation can be partially explained by the overestimated pion form factor
value (and possibly a resonance background underestimation) and by an uncertainty of the
applied radiative corrections due to the input resonance parameters, which together gives
back compatibility to 1.5÷ 2�.

It is interesting to note that the obtained branching fraction is smaller than that expected
from the vacuum polarization term, in the assumption that there is no direct � ! ⇡+⇡�

transition:

(B�!⇡+⇡�B�!e+e�)
V P =

�3
⇡(m

2
�)

4
|F ��=0

⇡ (m2
�)|2B2

�!e+e� |1� Pnot���res(m
2
�)|2 ⇠ 5.3⇥ 10�8,

(14)
where |1�Pnot���res(m�)|2 ⇠ 0.9613 – non �-resonant part of the vacuum polarization [81,
60]. Figure 33 shows the comparison of the measured form factor with the expectation com-

ing only from the vacuum polarization described by the |F ��=0
⇡ (s)

1�Pnot���res(m2
�)

1�P(s) |2 function.
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Figure 32: The pion form factor measured by CMD-
3 and the other experiments near the �-meson res-
onance.
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Figure 34: The relative di↵erences of the pion form
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BESIII, CLEO, KLOE) and the CMD-3 fit result.
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Figure 35: The relative di↵erences of the pion form
factors obtained in the previous energy scan mea-
surements (CMD-2, SND, SND2k) and the CMD-3
fit result.

The obtained result for the ! ! ⇡+⇡� decay is the following:

B!!⇡+⇡�B!!e+e� = (1.204± 0.013± 0.023)⇥ 10�6, (15)

where the first and second errors correspond to the statistical and systematic uncertain-
ties. Both errors include the ⇠ 1.3 scale factor related to the uncertainty of the radiative
correction. It is obtained in the same way as discussed above for the �-meson case.

The comparison of the pion form factor measured in this work with the results obtained
in the most recent ISR experiments (BABAR [28], KLOE [25, 26], BES [29]) is shown in
Fig. 34. The comparison with the most precise previous energy scan experiments (CMD-
2 [19, 20, 21, 22], SND [23] at the VEPP-2M and SND [30] at the VEPP-2000) is shown in
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Figure 30: The measured cross section of the µ+µ�

production normalized to the QED prediction.

From the analysis point of view, one of the tests was performed on the used workflow in
the analysis. The properly mixed data samples after the full MC simulation, which take into
account the detail detector conditions over time, were prepared corresponding to the same
accumulated luminosities as in the data. After that the full analysis as on experimental
datasets was performed with the evaluation of e�ciencies, particle separations, etc. Mostly
the same procedure, scripts and intermediate files as for the experimental data were used.
It helps also to ensure that, for example, some ine�ciency components in the described
e�ciency reconstruction procedure are not double counted. The relative di↵erence of the
obtained and implemented in the ⇡+⇡� generator pion form factor is shown in Fig. 28. The
average deviation from the input form factor is (�0.02± 0.03)%. For the three cms energy
ranges 0.3÷0.6 / 0.6÷0.9/ 0.9÷1.1 GeV the deviations are (+0.62±0.22)% / (�0.06±0.03)%
/ (0.49 ± 0.13)%. These numbers include the systematic e↵ect from the separation +0.2%
and +0.6% at the lowest energies and for the

p
s > 1 GeV, respectively. Separate looks

on underneath components were also performed to understand each single contribution to
the final result with better precision (with the purely statistical Poisson error subtracted or
with the larger MC samples). No notable anomalies in the analysis procedure have been
found. The same compatibility test with MC events is also shown for the measurement of
the e+e� ! µ+µ� cross section on the right side in Fig. 28.

8. Results

One of the tests in this analysis is the measurement of the e+e� ! µ+µ� cross section
at low energies, where the particle separation was performed using momentum information
and the number of muons were extracted separately. The measured cross section is well
consistent with the QED prediction with an overall statistical precision of 0.16% as shown
in Fig. 30. The obtained ratio is �e+e�!µ+µ�/�QED = 1.0017± 0.0016 as the average at thep
s  0.7 GeV, and the separate ratios obtained in the di↵erent data taking seasons are

also statistically compatible with each other. It is very important to take correct di↵erential

38

arXiv:2302.08834  (2023)

Pion FF measured by CMD-3 Good internal consistency among data sets

Details of ρ-region: CMD-3 significantly 
higher than all other experiments Interference between   

and non-resonant ππ 
ϕ(1020)
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BABAR analysis  ~469 fb-1

• tagged ISR.  2.5 MeV bin-with at the resonances

• Syst. uncert. at the  and  peaks ~1.3%. 

• Precision on   improved by a factor ~2          

(for m3π < 2 GeV):

•

ω ϕ
a3π

μ

a3π
μ = (45.86 ± 0.14 ± 0.58) 10−10

e+e− ➝ π+π−π0

BESIII preliminary results

• tagged ISR in this energy range, Ntot?, binning? 

• Good consistency with previous SND and CMD-2 data 
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݁ା݁ି ՜ ଴ߨିߨାߨ cross section below 1.1 GeV
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The covariance matrix is 
obtained from 
pseudo experiments (toys), 
where both the spectrum  and 
the transfer matrix are 
statistically fluctuated.  

BABAR:	PRD	104	(2021)	112003
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FIG. 22: The relative di↵erence between SND [2, 3] and CMD-2 [4, 5] data on the e+e� ! ⇡+⇡�⇡0 cross section and the cross
section calculated using Eq. (11) with parameters obtained from the fit to the 3⇡ mass spectrum. The uncertainties shown
for the SND and CMD2-2 data are statistical. The systematic uncertainty is 3.4% for the SND data at the ! [3], 1.3% for
the CMD-2 data at the ! [4], 5% for the SND data at the � [3], and 2.5% for the CMD-2 data at the � [5]. The systematic
uncertainty in the BABAR cross section is about 1.5%.
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FIG. 22: The relative di↵erence between SND [2, 3] and CMD-2 [4, 5] data on the e+e� ! ⇡+⇡�⇡0 cross section and the cross
section calculated using Eq. (11) with parameters obtained from the fit to the 3⇡ mass spectrum. The uncertainties shown
for the SND and CMD2-2 data are statistical. The systematic uncertainty is 3.4% for the SND data at the ! [3], 1.3% for
the CMD-2 data at the ! [4], 5% for the SND data at the � [3], and 2.5% for the CMD-2 data at the � [5]. The systematic
uncertainty in the BABAR cross section is about 1.5%.

SND: 

• PRD 63, 072002 (2001)

• PRD 68, 052006 (2003)

CMD-2: 

• PLB 578, 285 (2004)

• PLB 642, 203 (2006)

relative difference between 
measured cross sections 
and BABAR fit.


Some tension seen.


Only statistical 
uncertainties shown.

1.3% systematic 
uncertainties under peaks

ω region φ region
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Fig. 4. The J/ψ mass spectra in data are shown as black dots with error bars, and the π0 side bands and other backgrounds
estimated with MC are shown as dashed lines.
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Fig. 5. Cross sections obtained with the two methods. The left plot is for Data I, and the right is for Data II. The top plots
are cross sections for both the tagged and untagged results, while the bottom plots are the ratios of the two.
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Fig. 6. Born cross sections and the comparisons with SND, CMD-2, and BABAR . From left to right, they are for the mass
regions of ω, φ, and above φ.
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Fig. 5. Cross sections obtained with the two methods. The left plot is for Data I, and the right is for Data II. The top plots
are cross sections for both the tagged and untagged results, while the bottom plots are the ratios of the two.
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are cross sections for both the tagged and untagged results, while the bottom plots are the ratios of the two.
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Fig. 6. Born cross sections and the comparisons with SND, CMD-2, and BABAR . From left to right, they are for the mass
regions of ω, φ, and above φ.
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Recent e+e− ➝ π+π−π0  results
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• Second largest contribution to  
and its uncertainty 


• Dominated at low energies by the ω and 
φ resonances, and then by ω recurrences


• Old data: 

• Precise SND and CMD-2 

@VEPP-2M below 1.1 GeV

• BABAR (80 fb-1) above the φ

ahad,LO
μ

݁ା݁ି ՜ ଴ߨିߨାߨ cross section above 1.1 GeV
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Above 1.1 GeV the resolution effects distort 

the 3ʋ�mass spectrum insignificantly. The 

toy MC study shows that the difference 

ďĞƚǁĞĞŶ�ƚŚĞ�ƚƌƵĞ�ĂŶĚ�͞ŵĞĂƐƵƌĞĚ͟�ƐƉĞĐƚƌĂ�
does not exceed 1%.

The systematic error includes uncertainties in 

the integrated luminosity (0.4%) and 

radiative correction (0.5%), the statistical 

(0.3ʹ2.4%), systematic (1.7ʹ1.8%), and 

model (1.5%) uncertainties in the detection 

efficiency, and the uncertainty associated 

with background subtraction (3ʹ15%).

The sizable difference between the SND and BABAR measurements is observed near 1.25 GeV

and 1.5 GeV.

▼SND 2020

⚫  BABAR

BABAR syst. uncert.

Five new analyses, not in the WP, recently produced:

• BABAR: ISR@Y(4S)  0.62 <  < 3.5 GeV  [PRD 104 (2021) 112003]

• BESIII:  ISR@ψ(3770)  0.7 <  < 3 GeV   [arXiv:1912.11208]

• SND:      scan  1.2 < √s < 2  GeV     [EPJ C80, 993 (2020)]

• BESIII:  scan  2 < √s < 3.08 GeV   [arXiv2401.14711] 

• CMD-3:  scan  0.66 < √s < 0.97 GeV   [preliminary] 

m3π
m3π

BESIII arXiv:1912.11208

Clear observation of ω(1420) and ω(1650)

All recent data inconsistent with old DM2 data

BABAR: PRD 104 (2021) 112003

SND 2020: EPJC 80 (2020) 993

Vladimir Druzhinin for SND Collaboration
Budker INP, Novosibirsk, Russia

July 29, 2021

Study of 𝑒+𝑒− annihilation to hadrons 
with SND at VEPP-2000

EPS-HEP2021
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Measurement of additional radiation in ISR processes

39

● Study of  and  with 1 (NLO) or 2 (NNLO) additional hard photons

●The full BaBar data sample (~468 fb-1) is used.   Data compared with MC generators:

● AfkQed :    up to NNLO additional ISR collinear to beams, FSR from PHOTOS

●Phokara 9.1:  full matrix elements at NLO (no NNLO)

e+e− → μ+μ−γISR e+e− → π+π−γISR

Zhiqing Zhang (IJCLab, Orsay) /14+5Moriond QCD 2024, March 31-April 7, La Thuile

Study ISR Processes e+e−→!+!−/"+"−#ISR with 1 or 2 more Hard Photons

6

➣ Two NLO fits
➣ Small Angle (SA) fit
➣ Large Angle (LA) fit  

➣ Three NNLO fits
➣ 2SA fit results
➣ SA+LA fit results
➣ 2LA fit results

➣ Two tracks with opposite charges, each with
➣ ": 0.4−2.45 rad  
➣ pT > 0.1 GeV/c
➣ at least 15 hits in DCH
➣ docaxy < 5mm, |Δz| < 6 cm
➣ Particle identification applied

➣ ISR photon candidate:
➣ ": 0.35−2.4 rad
➣ Largest E*, with E* > 4 GeV

Collinear approximation for all
SA-related fits

Zhiqing Zhang (IJCLab, Orsay) /14+5Moriond QCD 2024, March 31-April 7, La Thuile

Study ISR Processes e+e−→!+!−/"+"−#ISR with 1 or 2 more Hard Photons

6

➣ Two NLO fits
➣ Small Angle (SA) fit
➣ Large Angle (LA) fit  

➣ Three NNLO fits
➣ 2SA fit results
➣ SA+LA fit results
➣ 2LA fit results

➣ Two tracks with opposite charges, each with
➣ ": 0.4−2.45 rad  
➣ pT > 0.1 GeV/c
➣ at least 15 hits in DCH
➣ docaxy < 5mm, |Δz| < 6 cm
➣ Particle identification applied

➣ ISR photon candidate:
➣ ": 0.35−2.4 rad
➣ Largest E*, with E* > 4 GeV

Collinear approximation for all
SA-related fits

NLO event topologies

NNLO event topologies

Two NLO fits:

• 

•

γISRγSA (E*γSA
> 200 MeV)

γISRγLA (EγL A
> 200 MeV)

Three categories:

• NLO LA 

• NLO SA 

• LO: events with no ’s above 

threshold
γ

Three NNLO fits and three 
categories:

•   -> NNLO 2SA

•   -> NNLO SA+LA

•   -> NNLO 2LA

γISRγSAγSA
γISRγSAγLA
γISRγLAγLA

7

AfkQed hence provides simulated samples with explicit
higher order topologies, such as one additional ISR pho-
ton and one additional FSR photon or multiple ISR emis-
sion occurring on both beams. In the samples used in this
analysis, a minimum mass mX� > 8GeV/c2 imposed at
generation limits the additional ISR energy to 2.3GeV.

Appendix B: Background normalization.

The main backgrounds in the pion channel are e+e� !
qq, dominant at high mass, and e+e� ! ⇡+⇡�⇡0� dom-
inant at low mass. Their estimates are normalized using
the data in the 2D-�2 selected region, where they amount
to 0.7% and 2.4% of the expected signal, respectively.
From the comparison of data and simulated yields of ⇡0

that mimic an ISR photon, the uds background is scaled
by a factor 0.422± 0.025. For the 3⇡ channel dominated
by the production of ! and � resonances, normalization
is obtained from reconstructing ⇡0 from non-ISR pho-
tons and comparing the resonance peaks in the ⇡+⇡�⇡0

spectrum in data and MC samples. A scale factor of
1.013 ± 0.021 is applied to the 3⇡� MC. For the other
ISR background channels, weights are applied to the MC
events depending on the hadronic mass to correct for
di↵erences between MC mass distributions and spectra
measured at BABAR.

Appendix C: Angular resolution of the 0C calculation.

Resolution of ✓�0C determination is estimated on MC
events by comparing the value calculated from truth
information with the value calculated from the recon-
structed quantities. As seen in Fig. 3(a), resolution in-
duces a reconstructed/true ratio much larger than unity
at low angles, hence opposite to the data/Phokhara
deficit. The angular resolution is estimated in muon
data and MC by comparing the calculated polar angle
✓�0C with the fitted one from the �ISR�LA fit, as shown
in Fig. 5 for E⇤

�0C
> 0.2GeV. There is good agreement

between data and simulation for the core of the reso-
lution function, with rms values of 30mrad with little
dependence on ✓�0C , but tails above 0.5 rad are more im-
portant in data. The resulting larger transfer of photons
from the dominant sharp radiation peaks along the inci-
dent beams towards large angles is estimated to enhance
the data/MC ratio by ⇠10% in the central ✓�0C region,
as observed in Fig. 3(a).

Appendix D: FSR and LA-ISR separation.

The distribution of the minimum angle ✓min(trk,�LA) be-
tween the LA photon and one of the two tracks is shown
in Fig. 6 for the µµ�ISR�LA data sample. The two com-
ponents are fitted using FSR and LA-ISR templates. As
LA-ISR is absent in AfkQed, the LA photons are due
uniquely to FSR and their ✓min(trk,�LA) distribution pro-
vides the FSR template. In Phokhara both compo-
nents are present and the LA-ISR template is obtained
by subtracting the FSR template normalized to the yield
below 10� from the total distribution. The template fit
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FIG. 5: Distribution of angular di↵erences between the calcu-
lated angles ✓�0C and the measured one ✓�LA from the �ISR�LA

fit, in three ✓�0C intervals in which the additional photon is
within the angular detector acceptance: data points and MC
histograms (blue).

of the data ✓min(trk,�LA) distribution allows us to mea-
sure the relative rates of the two components. Template
fits are similarly applied in the ⇡⇡�ISR�LA sample and to
✓min(trk,�LA) distributions in �ISR�SA�LA and �ISR2�LA
samples.
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FIG. 6: Template fit separating FSR events from LA ISR
events in the µµ�ISR�LA data sample.

Appendix E: BDT selections.

BDT techniques are used at several steps of this analy-
sis: i) to select clean uds and ISR 2⇡⇡0 samples to prop-

● All events are subjected to several fits 
consistent with the event topology

● The fit with the best χ2  determine the 
category of that event

● Small-angle (SA) ’s  assumed collinear with 
the beams.   Large-angle (LA) ’s detected

● FSR/ISR separation from angular distance of 

 to the closest track 

γ
γ

γLA

BABAR: Phys. Rev. D108 (2023)  111103
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e+e− ➝ K+K−

40

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 18. Top left: bare cross sections for e+e� ! K+K� . See text for a description of the data used. Top right: comparison between individual
e+e� ! K+K� cross-section measurements from BABAR [142], CMD-2 [57], CMD-3 [81], SND [40], and the HVPTools combination. Bottom: local
scale factor vs. CM energy applied to the combined K+K� cross-section uncertainty to account for inconsistency in the individual measurements.
Source: Reprinted from Ref. [6].

is related to the e+e� ! X0 cross section of the corresponding isovector final state X0 (the so-called conserved vector
current (CVC) relation),

� l=1
X0 (s) =

4⇡↵2

s
v1,X� (s) , (2.8)

where s is the CM energy-squared or equivalently the invariant mass-squared of the ⌧ final state X , ↵ is the fine-structure
constant, and v1,X� is the nonstrange, isospin-one vector spectral function given by

v1,X� (s) =
m2

⌧

6|Vud|
2
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Be
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ds
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Here, m⌧ is the ⌧ mass, |Vud| the CKM matrix element, BX� and Be are the branching fractions of ⌧� ! X�(� )⌫⌧ (final-
state photon radiation is implied for ⌧ branching fractions) and of ⌧� ! e�⌫̄e⌫⌧ , (1/Nx)dNx/ds is the normalized ⌧
spectral function (invariant mass spectrum) of the hadronic final state, RIB represents s-dependent isospin-breaking (IB)
corrections, and SEW is the short-distance electroweak radiative correction [176].

Spectral functions and branching fractions for the ⌧ have been precisely measured at LEP and at the B factories under
very different conditions. Much larger statistics are available at B factories, but overwhelming QCD backgrounds must be
reduced at the cost of small efficiencies with corresponding irreducible systematic uncertainty. The reverse occurred at LEP
with Z decays into two boosted ⌧ s and small well-understood backgrounds inducing small systematic uncertainties, but
with moderately high statistics. As a consequence, branching fractions are well measured at LEP, while the determination
of normalized spectral functions profit from the high statistics available at B factories. For the dominant 2⇡ channel the
branching ratio has been best measured by ALEPH [180] in agreement with the other experiments [181–185] and the
most accurate spectral function has been obtained by Belle [185]. Combined spectral functions from all experiments are
available [176].

If one focuses on this dominant 2⇡ channel, the IB correction term RIB(s) has the form

RIB(s) =
FSR(s)
GEM(s)

�3
0 (s)

�3
�(s)

����
F0(s)
F�(s)

����
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, (2.10)
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Fig. 18. Top left: bare cross sections for e+e� ! K+K� . See text for a description of the data used. Top right: comparison between individual
e+e� ! K+K� cross-section measurements from BABAR [142], CMD-2 [57], CMD-3 [81], SND [40], and the HVPTools combination. Bottom: local
scale factor vs. CM energy applied to the combined K+K� cross-section uncertainty to account for inconsistency in the individual measurements.
Source: Reprinted from Ref. [6].
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• Cross section dominated by the φ(1020) peak

• Precise measurements from BABAR, CMD-2/3 and SND


• Some tension at the peak with new CMD-3 data significantly above the older 
Novosibirsk results and BABAR data in the middle


• Note: φ(1020) just above KK threshold. Very low momentum tracks in energy scan 
experiments


• Green combination from DHMZ 



e+e− ➝ KKπ and KKππ
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BABAR: K K p and K K p p channels
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The E821 and E989 direct aµ measurements
• Intense proton beam on target to produce the pion beam. 


• Pions of 3.1 GeV are selected.

• π+➝ µ+ν  violates P ==> 95% polarisation for  forward muons

• µ+ stored in a cyclotron: constant B field


• cyclotron frequency ωc;  spin precessing with freq. ωs


• ωa = ωs – ωc = a
µ
 eB/m

µ      

• µ➝ eνν  violates P ==> e+ direction (energy in LAB) “remembers” 
the µ polarization     


•  fraction of detected e+ with  E>Ethreshold modulated with 
frequency ωa

42
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FIG. 2. Fourier transform of the residuals from a time-series
fit following Eq. 5 but neglecting betatron motion and muon
loss (red dashed); and from the full fit (black). The peaks
correspond to the neglected betatron frequencies and muon
loss. Inset: Asymmetry weighted e

+ time spectrum (black)
from the Run-1c run group fit with the full fit function (red)
overlaid.

quency !a of Eq. 2. The details are found in Ref. [49].
Ce: The electric-field correction Ce from the last

term in Eq. 1 depends on the distribution of equilib-
rium radii xe = x � R0, which translates to the muon
beam momentum distribution via �p/p0

⇠= xe(1�n)/R0,
where n is the field index determined by the ESQ volt-
age [49]. A Fourier analysis [49, 61] of the decoherence
rate of the incoming bunched beam as measured by the
calorimeters provides the momentum distribution and
determines the mean equilibrium radius hxei ⇡ 6mm
and the width �xe ⇡ 9mm. The final correction factor is
Ce = 2n(1� n)�2hx2

ei/R2
0
, where hx2

ei = �
2
xe

+ hxei2.
Cp: A pitch correction Cp is required to account for

the vertical betatron oscillations that lead to a nonzero
average value of the ~� · ~B term in Eq. 1. The expres-
sion Cp = nhA2

yi/4R2
0
determines the pitch correction

factor [49, 62]. The acceptance-corrected vertical ampli-
tude Ay distribution in the above expression is measured
by the trackers.
Extensive simulations determined the uncertainties

�Ce and �Cp arising from the geometry and alignment
of the plates, as well as their voltage uncertainties and
nonlinearities. The nonuniform kicker time profile ap-
plied to the finite-length incoming muon bunch results in
a correlation introducing the largest uncertainty on Ce.
Cml: Any bias in the average phase of muons that

are lost compared to those that remain stored creates a
time dependence to the phase factor '0 in Eq. 5. Beam-
line simulations predict a phase-momentum correlation
d'0/dp = (�10.0 ± 1.6)mrad/(%�p/p0) and losses are
known to be momentum dependent. We verified the cor-
relation by fitting precession data from short runs in
which the storage ring magnetic field, and thus the cen-
tral stored momentum p0, varied by ±0.67% compared to
its nominal setting. Next, we measured the relative rates

of muon loss (ml) versus momentum in dedicated runs
in which muon distributions were heavily biased toward
high or low momenta using upstream collimators. Cou-
pling the measured rate of muon loss in Run-1 to these
two correlation factors determines the correction factor
Cml.
Cpa: The phase term '0 in Eq. 5 depends on the muon

decay coordinate (x, y,�) and positron energy, but the
precession frequency !a does not. If the stored muon
average transverse distribution and the detector gains
are stable throughout a fill, that average phase remains
constant. The two damaged resistors in the ESQ sys-
tem caused slow changes to the muon distribution during
the first ⇠ 100µs of the measuring period. An exten-
sive study of this e↵ect involved: a) generation of phase,
asymmetry, and acceptance maps for each calorimeter as
a function of muon decay coordinate and positron en-
ergy from simulations utilizing our GEANT-based model
of the ring (gm2ringsim); b) extraction of the time de-
pendence of the optical lattice around the ring from the
COSY simulation package and gm2ringsim; c) folding the
azimuthal beam distribution derived from tracker and
optics simulations with the phase, asymmetry, and ac-
ceptance maps to determine a net e↵ective phase shift
versus time-in-fill, '0(t); and d) application of this time-
dependent phase shift to precession data fits to deter-
mine the phase-acceptance (pa) correction Cpa. The use
of multiple approaches confirmed the conclusions; for de-
tails, see Ref. [49]. The damaged resistors were replaced
after Run-1, which significantly reduces the dominant
contribution to Cpa and the overall magnitude of muon
losses.

MAGNETIC FIELD DETERMINATION

A suite of pulsed-proton NMR probes, each optimized
for a di↵erent function in the analysis chain, measures
the magnetic field strength [50]. Every ⇠3 days during
data taking, a 17-probe NMR trolley [63] measures the
field at about 9000 locations in azimuth to provide a set
of 2D field maps. 378 pulsed-NMR probes, located 7.7 cm
above and below the storage volume, continuously mon-
itor the field at 72 azimuthal positions, called stations.
The trolley and fixed probes use petroleum jelly as an
NMR sample. The probe signals are digitized and ana-
lyzed [64] to extract a precession frequency proportional
to the average magnetic field over the NMR sample vol-
ume. A subset of probes is used to provide feedback to
the magnet power supply to stabilize the field.
Calibration procedure fcalib: The primary calibra-

tion uses a probe with a cylindrical water sample. Cor-
rections are required to relate its frequencies to the pre-
cession frequency expected from a proton in water at
the reference temperature 34.7�C. Studies of the cali-
bration probe in an MRI solenoid precisely determine
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FIG. 1: Relative number and asymmetry distributions versus electron fractional energy y in the

muon rest frame (left panel) and in the laboratory frame (right panel). The differential figure-of-

merit product NA2 in the laboratory frame illustrates the importance of the higher-energy electrons

in reducing the measurement statistical uncertainty.

shows the same differential quantities in the boosted laboratory frame (n∗ → N,α∗ → A)

(here, Emax ≈ 3.1 GeV and A is the laboratory asymmetry). As discussed later, the statisti-

cal uncertainty on the measurement of ωa is inversely proportional to the ensemble-averaged

figure-of-merit (FOM) NA2. The differential quantity NA2, shown in the Fig. 1b, illustrates

the relative weight by electron energy to the ensemble average FOM.

Because the stored muons are highly relativistic, the decay angles observed in the labora-

tory frame are greatly compressed into the direction of the muon momenta. The lab energy

of the relativistic electrons is given by

Elab = γ(E∗ + βp∗c cos θ∗) ≈ γE∗(1 + cos θ∗). (9)

Because the laboratory energy depends strongly on the decay angle θ∗, setting a laboratory

threshold Eth selects a range of angles in the muon rest frame. Consequently, the integrated

number of electrons above Eth is modulated at frequency ωa with a threshold-dependent

asymmetry. The integrated decay electron distribution in the lab frame has the form

Nideal(t) = N0 exp(−t/γτµ) [1 − A cos(ωat + φ)] , (10)

where N0, A and φ are all implicitly dependent on Eth. For a threshold energy of 1.8 GeV

(y ≈ 0.58 in Fig. 1b), the asymmetry is ≈ 0.4 and the average FOM is maximized. A

9

• Precise knowledge of B field critical

• use of pulsed proton NMR

• B determined from proton precession frequency 

and magnetic moment

• aµ extracted from:


• measure ωa and ωp


• Other quantities from external inputs

3

FIG. 1. Feynman diagrams of representative SM contribu-
tions to the muon anomaly. From left to right: first-order
QED and weak processes, leading-order hadronic (H) vacuum
polarization and hadronic light-by-light contributions.

community published a comprehensive [12] SM predic-
tion [13] for the muon anomaly, finding aµ(SM) =
116 591 810(43)⇥ 10�11 (0.37 ppm). It is based on state-
of-the-art evaluations of the contributions from quan-
tum electrodynamics (QED) to tenth order [14, 15],
hadronic vacuum polarization [16–22], hadronic light-by-
light [11, 23–36], and electroweak processes [37–41].

The measurement of aµ has become increasingly pre-
cise through a series of innovations employed by three
experimental campaigns at CERN [42–44] and more re-
cently at Brookhaven (BNL E821) [45]. The BNL net
result, with its 0.54 ppm precision, is larger than aµ(SM)
by 3.7 standard deviations (�). While the electron mag-
netic anomaly has been measured to fractions of a part
per billion [46], the relative contribution of virtual heavy
particles in many cases scales as (mµ/me)2 ' 43, 000.
This is the case e.g. for the W and Z bosons of the SM
and many hypothetical new particles, and it gives the
muon anomaly a significant advantage when searching
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the beam dynamics corrections [49], and the magnetic
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EXPERIMENTAL METHOD
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frequency, and magnetic field [47].
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central orbit has a radius of R0 = 7.112m and the cy-
clotron period is 149.2 ns. Four sections of electrostatic
quadrupole (ESQ) plates provide weak focusing for ver-
tical confinement.
The muon spins precess in the magnetic field at a rate

greater than the cyclotron frequency. The anomalous
precession frequency [52] in the presence of the electric
~E and magnetic ~B fields of the SR is
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For horizontally circulating muons in a vertical magnetic
field, ~� · ~B = 0; this condition is approximately met in
our SR. At the muon central momentum p0, set such that
�µ =

p
(1 + 1/aµ) ⇡ 29.3, the third term vanishes.

In-vacuum straw tracker stations located at azimuthal
angle � = 180� and 270� with respect to the injec-
tion point provide nondestructive, time-in-fill dependent
beam profiles M(x, y,�, t) by extrapolation of decay
positron trajectories to their upstream radial tangency
points within the storage aperture [53]. These profiles
determine the betatron oscillation parameters necessary
for beam dynamics corrections and the precession data
fits discussed below.
Twenty-four calorimeters [54–56], each containing a

9⇥ 6 array of PbF2 crystals, detect the inward-spiraling
decay positrons. When a signal in a silicon photomul-
tiplier (SiPM) viewing any crystal exceeds ⇠ 50 MeV,
the data-acquisition system stores the 54 waveforms from
that calorimeter in a set time window around the event.
Decay positron hit times and energies are derived from
reconstruction of the waveforms.
The magnetic field is measured using pulsed proton

NMR, calibrated in terms of the equivalent precession
frequency !

0
p(Tr) of a proton shielded in a spherical sam-

ple of water at a reference temperature Tr = 34.7�C.
The magnetic field B is determined from the precession
frequency and shielded proton magnetic moment, µ0

p(Tr)
using ~!0

p = 2µ0
pB. The muon anomaly can then be ob-

tained from [57]
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ge
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where our collaboration measures the two quantities to
form the ratio

R
0

µ ⌘ !a

!̃0
p(Tr)

. (3)

The Run-1 data, collected in 2018, are grouped into
four subsets (a – d) that are distinguished by unique
kicker and ESQ voltage combinations. The ratio R0

µ can
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Perspectives in direct measurements
1. The “Muon g-2” experiment at Fermilab is 

taking new data

• Final goal:  uncertainty of  0.14 ppm (0.1 ppm stat., 

0.07 ppm syst.)

• (now they reached 0.35 ppm)

• very ambitious program, but it looks under reach


2. J-PARC E34 Collaboration

• novel method for muon g-2 and EDM measurements 

• ultra-cold muons produced from pion decay at rest

• accelerated by a linac at p = 300 MeV

• beam with negligible transverse momentum


• no need for strong electromagnetic focusing

   => no need of the 3.1 GeV magic momentum


• small storage ring (33 cm radius); cyclotron period 
only 7.4 ns;   3T dipole magnet


• Predicted statistics 10x FNAL 

• Final goal:  uncertainty of  0.1 ppm 
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Abstract. We propose a new experiment to measure the muon anomalous magnetic moment g−2 and electric dipole moment
with a novel technique called ultra-slow muon beam at J-PARC. Precision measurement of these dipole moments plays an

important role in fundamental physics to search for a new physics beynd standard model. The concept of the experiment and

its current status is described.
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INTRODUCTION

We propose to perform a new experiment to measure the muon’s anomalous magnetic moment (g−2) and its electric
dipole moment (EDM) at Material and Life Science Facility (MLF) of the Japan Proton Accelerator Complex (J-

PARC). The sensitivity goal is 0.1 parts per million (ppm) for g− 2, which improves the current limit by a factor of
five. The projected sensitivity of the first phase of the EDM search is 10−21e·cm, which is two orders of magnitude
better than the current limit.

FIGURE 1. Conceptual representation of the muon g−2/EDM experiment at J-PARC MLF.

The experiment would store µ+ in a solenoid magnet with a precision field, which utilizes the technique of magneto-
resonance-imaging (MRI), and measure spin-polarized µ+ decays to positrons and neutrinos. More higher energy

positrons are emitted with the muon spin direction aligned with its motion in the storage ring. Muon spin precession

during its orbiting in the storage ring results in the number of high energy e+ oscillating as the muon spin precesses
from forward to backward from the muon direction. This precession, due to an advance of the muon spin precession
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3

from which aHLO
µ could be obtained, as detailed in the following.

The paper is organized as follows. After a short review of the theoretical framework in Sect. II, we present our
experimental proposal in Sect. III. Preliminary considerations on the detector and systematic uncertainties are given
in Sect. IV and Sect. V, respectively, while our conclusions are drawn in Sect. VI.

II. THEORETICAL FRAMEWORK

With the help of dispersion relations and the optical theorem, the LO hadronic contribution to the muon g-2 is
given by the well-known formula [3, 16]

aHLO
µ =

⇣↵mµ

3⇡

⌘2
Z 1

4m2
⇡

ds
K̂(s)Rhad(s)

s2
, (1)

where Rhad(s) is the ratio of the total e+e� ! hadrons and the Born e+e� ! µ+µ� cross sections, K̂(s) is a
smooth function and mµ (m⇡) is the muon (pion) mass. We remark that Rhad(s) in the integrand function of Eq.(1)
is highly fluctuating at low energy due to resonances and threshold e↵ects. The dispersive integral in Eq. (1) is
usually calculated by using the experimental value of Rhad(s) up to a certain value of s [7, 17, 18] and by using
perturbative QCD (pQCD) [19] in the high-energy tail. For the calculation of aHLO

µ , an alternative formula can also
be exploited [13, 20], namely

aHLO
µ =

↵

⇡

Z 1

0
dx (1� x)�↵had[t(x)] , (2)

where

t(x) =
x2m2

µ

x� 1
< 0 (3)

is a space-like (negative) squared four-momentum and �↵had(t) is the hadronic contribution to the running of the
fine-structure constant. In contrast with the integrand function of Eq. (1), the integrand in Eq. (2) is smooth and
free of resonances.

By measuring the running of ↵(t),

↵(t) =
↵(0)

1��↵(t)
, (4)

where t = q2 < 0 and ↵(0) = ↵ is the fine-structure constant in the Thomson limit, the hadronic contribution �↵had(t)
can be extracted by subtracting from �↵(t) the purely leptonic part �↵lep(t), which can be calculated order-by-order
in perturbation theory (it is known up to three loops in QED [21] and up to four loops in specific q2 limits [22]).
Eq. (2) involves �↵had(q2) evaluated at negative space-like momenta t < 0.

Fig. 2 (left) shows �↵lep and �↵had as functions of the scale t(x) defined in Eq. (3). The integrand function of
Eq. (2), (1 � x)�↵had[t(x)], is plotted in Fig. 2 (right), using the output of the routine hadr5n12 [24] (which uses
time-like hadroproduction data and perturbative QCD). The range x 2 (0, 1) corresponds to t 2 (�1, 0), with x = 0
for t = 0. The peak of the integrand occurs at xpeak ' 0.914 (tpeak ' �0.108 GeV2) and �↵had(tpeak) ' 7.86⇥ 10�4

(see Fig. 2 (right)).

III. EXPERIMENTAL PROPOSAL

We propose to use Eq. (2) to determine aHLO
µ by exploiting the measurement of �↵had(t) in the space-like region.

Measuring the running of ↵(t) in the space-like region, using a muon beam with Ei
µ ' 150 GeV on a fixed electron

target, with a technique similar to the one described in [25] for a measurement of the pion form factor, is very appealing
for the following reasons:

• it is a t-channel process, making the dependence on t of the di↵erential cross section proportional to |↵(t)/↵(0)|2:

d�

dt
=

d�0

dt

����
↵(t)

↵(0)

����
2

, (5)
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t = q2 < 0  integral in the space-like region  => integrand smooth and free of resonances 

(s > 0  integral in the time-like region) 

• Measure the running of α(t) from the elastic 
scattering   µ+e-  → µ+e- to extract Δα(t)
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• Subtract the leptonic contribution (calculable in perturbation theory) to get: Δαhad(t) = Δα(t) - Δαlep(t)

• Standard approach using e+e- data

• Alternative approach:

• Experimental coverage:

• -143 < t = q2 < 0 GeV2


• ~87% of all aµHVP,LO 


• Remaining part estimated using time-
like data + pQCD, or Lattice+QCD

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports 887 (2020) 1–166

Fig. 34. Left: design of the baseline detector concept. Right: single station.

Fig. 35. Left: x-projection of the scattering angle from 12GeV e� with 8 mm target compared with the results of the fit based on the sum of a
Gaussian and a Student’s t distribution. Right: Data/Monte Carlo ratio.
Source: Reprinted from Ref. [292].

In the kinematic configuration described above, MUonE can cover the squared four-momentum transfer region
�0.143GeV2 < q2 < 0, corresponding to approximately 87% of the aHVP, LOµ integral. The rest can be obtained either
using timelike data and pQCD, or via lattice-QCD evaluations as described in Section 3.4.1. First lattice-QCD computations
of this remaining part are presented in Refs. [17,290].

The experiment. The detector is comprised of 40 identical modules, each consisting of a 1.5 cm-thick layer of Be coupled
to three Si tracking layers separated from each other by a distance of ⇠1 m (to be optimized) with intermediate air
gaps (see Fig. 34) [291]. Thin targets are required to minimize the impact of multiple scattering and background on the
measurement, and multiple copies of such targets to obtain the necessary statistics. The Si detectors provide the necessary
resolution (⇠20 µm) with a limited material budget (<0.07 X0 per unit). This arrangement provides both a distributed
low-Z target as well as the tracking system. Downstream of the apparatus, a calorimeter and a muon system (a filter plus
active planes) will be used for e/µ particle identification.

Significant contributions of HVP to the µe ! µe differential cross section are essentially restricted to electron
scattering angles below 10mrad, corresponding to electron energies above 10GeV. The net effect of these contributions is
to increase the cross section by a few permil: a precise determination of aHVP, LOµ requires not only high statistics, but also a
high systematic accuracy, as the final goal of the experiment is equivalent to a determination of the signal to normalization
ratio with an O(10 ppm) systematic uncertainty at the peak of the integrand function. Although this determination does
not require the knowledge of the absolute cross section (signal and normalization regions will be obtained by µe data),
it poses severe requirements on the knowledge of the following quantities:

• Multiple scattering: studies of the systematics indicate that an accuracy of the order of 1% is required on the
knowledge of the multiple-scattering effects in the core region. Results from a test beam at CERN with 12 and 20GeV
electrons on 8 and 20 mm C targets show good agreement between data and GEANT4 simulations, see Fig. 35 [292].

• Tracking uniformity, alignment, and angle reconstruction: it is important to keep the systematic error arising from
the nonuniformity of the tracking efficiency and angle reconstruction at the 10ppm level. The use of state-of-the-art
Si detectors should ensure the required uniformity. Among the considered alternatives, the Si strip sensors being
developed for the CMS tracker upgrade represent a good solution. In particular, the Si sensors that are foreseen for
the CMS HL-LHC outer tracker in the so-called 2S configuration have been chosen [293]. They are 320 µm-thick
sensors with n-in-p polarity produced by Hamamatsu Photonics. They have an area of 10 cm⇥10 cm (sufficient to
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• Fixed target experiment with a 150 GeV muon beam

• t variable related to electron scattering angle (and energy)

• 40 Be targets, 1.5cm-thick, equipped with Si trackers 

• EM calorimeter and muon tracking downstream to measure 

all components of the final state

• With three years of running at planned conditions, expect a statical uncertainty of ~0.3%

• Systematic and theoretical uncertainties to be carefully evaluated

• Results should be competitive and fully independent from e+e- data


