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2Dark Sector Searches at Belle and Belle II
• High luminosity  colliders operating at or near  (  ~ 10.6 GeV) 

• Sensitive to MeV to GeV scale dark mediators via direct production and production in decays 

 

 

 

• Precise determination of missing energy/momentum: 
✓Minimal collision pile-up  

✓Well-known initial collision energy and momentum  

✓Hermetic detectors with high detection efficiency for charged and neutral particles 

e+e− Υ(4S) s

e+e− → BB̄ ∼ 1.1 nb
e+e− → cc̄ ∼ 1.3 nb
e+e− → τ+τ− ∼ 0.9 nb

Standard Model

Dark Mediator
Dark Photon 

 
Heavy Neutral Leptons 
Axion-Like Particle  
Dark Higgs

Z′ 

e+e− → XDarkXSM

B/D/τ/ . . . → XDarkXSM
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Belle Experiment
• Operated at KEKB collider from from 1999 - 2010 

• Total dataset of 1040 fb−1
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• Dark scalars that couple to leptons and not quarks (Leptophilic)  evade constraints from FCNC searches   

• Can impact  anomaly

•  mixes with Higgs boson leading to coupling proportional to fermion mass

• Production via   with 

ϕL

(g − 2)μ

ϕL

e+e− → τ+τ−ϕL ϕL → ℓ+ℓ−(ℓ = e, μ)

2

described by the following term in the Lagrangian [10]:

L = �⇠
X

`=e,µ,⌧

m`

v
¯̀�L`, (1)

where ⇠ denotes the strength of flavor-independent cou-
pling to leptons (`) with mass m`, and v = 246 GeV [15]
is the vacuum expectation value of the Higgs field.

Here, we report a search for a leptophilic scalar in the
process e+e� ! ⌧+⌧��L, �L ! `+`� (` = e, µ). The
dominant Feynman diagram is shown in Fig. 1.

e�

e+

�/Z

⌧+

⌧�

�L

`�

`+

FIG. 1: Dominant Feynman Diagram for production of �L in
association with ⌧+⌧� pair in e+e� annihilation.

The cross-section of e+e� ! ⌧+⌧��L, �L ! e+e�

falls sharply beyond the di-muon threshold, where the
�L ! µ+µ� channel opens up [10]. We search in
�L ! e+e� channel only up to �L mass m�L = 2mµ,
and �L ! µ+µ� channel for m�L > 2mµ. Although
for m�L > 2m⌧ , the cross-section of the e+e� !
⌧+⌧��L, �L ! µ+µ� process decreases [10], we are still
able to set competitive limits till m�L = 6.5 GeV.

The data used in this analysis was recorded by the
Belle experiment from the collision of 8 GeV electrons
with 3.5 GeV positrons at the KEKB collider [16]. The
Belle detector, a large-solid-angle magnetic spectrom-
eter, is described in detail elsewhere [17]. Outward
from 15 mm radius beam pipe [18], it consists of a
four-layer silicon vertex detector (SVD), a 50-layer cen-
tral drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACC), a barrel-like arrangement of
time-of-flight scintillation counters, and an electromag-
netic calorimeter comprised of CsI(Tl) crystals (ECL),
all located inside a superconducting solenoid coil that
provides a 1.5 T magnetic field. Clean electron identifica-
tion is obtained by combining the responses of the ECL,
CDC, and ACC detectors, while muons are identified by
CDC and resistive plate chambers in the instrumented
iron flux-return located outside the coil.

The data-set corresponds to a luminosity of 626 fb�1

collected after the upgrade of the SVD sub-detector in
October 2003. Out of these, 562 fb�1 was collected
at the ⌥ (4S) resonance and the remaining at a center-
of-mass (c.m.) energy 60 MeV below the resonance.

The luminosity values are measured with a relative sys-
tematic uncertainty of 1.4% [19]. The e+e� ! qq
(where q = u, d, s or c), and e+e� ! BB Monte
Carlo (MC) samples are generated with EvtGen [20].
The e+e� ! e+e� and e+e� ! e+e�(`+`�/qq) (two-
photon) samples are generated using BHLUMI [21] and
AAFHB [22], respectively. We use KKMC [23] to gener-
ate e+e� ! µ+µ� and e+e� ! ⌧+⌧� processes, and
TAUOLA [24] to subsequently decay the ⌧ leptons. Fi-
nal state radiation is modeled with PHOTOS [25]. The
signal process, e+e� ! ⌧+⌧��L, �L ! `+`�, is gen-
erated by a new feature of PHOTOS++ [26] integrated
into KKMC. The signal cross-sections are calculated us-
ing MadGraph 5 [27], with initial state radiation mod-
eled using the MGISR plugin [28]. The background cross-
sections are calculated with the respective generators, ex-
cept for KKMC, for which results from [29] are used. The
detector simulations and reconstructions are performed
with GEANT3 [30] and BASF [31], respectively.

An important aspect of this analysis, in which it dif-
fers from the previous search performed by the BABAR

experiment [32], is background modeling using MC sam-
ples and data in control regions. We use the multivariate
analysis technique to enhance the presence of the signal
over the background, as well as to define control regions,
corresponding to regions enriched with each background
component. The normalizations of the backgrounds are
obtained by fitting the di↵erent MC components to data
in di↵erent control regions. Studies of e+e� and µ+µ� in-
variant masses as the discriminating variables are carried
out by blinding the signal region until the optimization of
the selection criteria is complete. In the final set of fits in
the signal region, a uniform shape with Poisson fluctua-
tions is added as an additional component to account for
background from the unsimulated SM four-lepton pro-
cesses e+e� ! ⌧+⌧�e+e� and e+e� ! ⌧+⌧�µ+µ�.

We look for events with four tracks, each selected with
a systematic uncertainty on the tracking e�ciency of
0.35% [19]. To suppress mis-reconstructed and beam-
induced tracks, we require the transverse (dr) and lon-
gitudinal (|dz|) projection of the distances of the closest
approach to the interaction point (IP) be smaller than
10 mm and 50 mm, respectively. This selection criteria
probes the parameter space with ⇠ ⇠ 1, which corre-
sponds to a decay length of �L less than ⇠ 10 mm. For
the m�L < 0.1 GeV region, decay lengths can be larger
than 10 mm. In such cases, we require looser criteria of:
dr < 50 mm, and |dz| < 50 mm.

The net charge of the event is required to be zero. In
the �L ! e+e� (µ+µ�) channel, we require at least one
track to be identified as e+ (µ+) and one track to be
identified as e� (µ�) by our particle identification (PID)
system. Correction factors for e�ciency and the mis-
identification rates are obtained using control samples
from data, and applied to MC. The precision of these
correction factors is included as a systematic uncertainty.

Require 1-prong
  decaysτ±

Belle: Search for Dark Leptophilic Scalar

• Event signature is 4 tracks and 
missing energy

•  distribution peaks at  mass 

•  can decay prompt or long-lived

mℓℓ ϕL

ϕL

P. Agrawal, Z. Chacko, and C. B. Verhaaren, J. High Energy Phys. 08 (2014) 147.  
B. Batell et al., Phys. Rev. D 95, 075003 (2017).  
J. Liu et al., J. High Energy Phys. 04 (2020) 197.
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scale factors obtained from GCR and SCR as the uncer-
tainty of each background contribution, except for the
two-photon background, where the uncertainty is purely
statistical. For the dominant background processes of
⌧+⌧�, the scale factor is consistent with unity, with 6%
(11%) relative uncertainty in e+e� (µ+µ�) channel.

We define the signal region (SR) with signal score >
0.95 (0.65), as an optimum choice that maximizes the
sensitivity for the e+e� (µ+µ�) channels, where the sig-
nal e�ciency varies between 0.5% to 7.5% (5% to 17%).
The distributions of e+e� and µ+µ� invariant mass in
SR are shown in Fig. 3, along with the MC backgrounds
(stacked histograms) and signal distributions (red his-
tograms). The ratio between the data and the sum of the
MC backgrounds is shown at the bottom of each figure.
No obvious narrow peak structure is observed, except for
the J/ signal in the µ+µ� channel. A slight excess of
data above the MC samples in both channels is expected
due to the above-mentioned unsimulated processes.

We search for narrow peaks in e+e� (µ+µ�) invariant
mass distributions by performing binned maximum like-
lihood fits, where the likelihood is defined as a product
of Possion distributions with expected events obtained
from template histograms, and Gaussian distributions
describing systematic uncertainties, as implemented in
HistFactory [36]. We use one bin from 2me (2mµ) to
m�L � 2��L , 2 to 8 bins in m�L ± 2��L window, and one
bin from m�L + 2��L to 250 MeV (7 GeV). Here ��L is
the resolution of the `+`� mass distribution for the sig-
nal, and it varies in the [5, 30] MeV range, increasing at
larger values of m�L . The mass of �L is kept fixed in the
fit and scanned from 40 MeV to 210 MeV at 10 MeV in-
tervals for e+e� channel, and from 225 MeV to 6.5 GeV
at 25 MeV intervals for the µ+µ� channel. We skip the
±50 MeV window around the nominal mass of J/ and
 (2S), where we expect peaking backgrounds. The fit
includes systematic uncertainties from luminosity, track-
ing e�ciency, momentum scale and PID corrections of
�L daughter tracks, scale factors and selection e�ciency
of BDT. To account for the unsimulated processes, we
include an additional uniform background component.

We use the profile likelihood ratio as the test statis-
tic [37] to compare data with signal-plus-background or
background-only hypothesis. The fraction of each back-
ground component and the additional uniform compo-
nent are allowed to vary within their uncertainties. The
fit returns the signal yield as well as the normalization
factor for each background component, along with the
nuisance parameters describing systematic uncertainties.
In order to obtain the signal significance, we first calcu-
late the p-value, the probability that the data is explained
as the statistical fluctuation of the background. We then
calculate the signed significance, where the sign follows
the convention elaborated in Ref. [38]. The signal signif-
icances are shown in the bottom sub-plots in Fig. 6 for
e+e� (top) and µ+µ� (bottom) channels. We find all the

FIG. 3: Data and MC distributions of e+e� invariant mass
for �L ! e+e� channel (top) and µ+µ� invariant mass for
�L ! µ+µ� channel (bottom) in SR. The MC are normalized
to data, as in Fig. 2. The signal sample in �L ! e+e� (�L !
µ+µ�) channel is generated with m�L = 100 MeV (2.1 GeV).

mass points have significance less than 3 standard devia-
tions (�). Fit results for 3 mass points (m�L = 0.15 GeV,
0.825 GeV and 2.425 GeV) with significance more than
2 � are shown in Fig. 4 and Fig. 5.

To enable direct comparison with existing upper lim-
its (UL) from the BABAR experiment [32], we calcu-
late Bayesian UL using the Metropolis-Hastings algo-
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mass points have significance less than 3 standard devia-
tions (�). Fit results for 3 mass points (m�L = 0.15 GeV,
0.825 GeV and 2.425 GeV) with significance more than
2 � are shown in Fig. 4 and Fig. 5.

To enable direct comparison with existing upper lim-
its (UL) from the BABAR experiment [32], we calcu-
late Bayesian UL using the Metropolis-Hastings algo-

• Search for localized excess in  distribution

• Background suppression with Boosted Decision Tree (BDT)
• Remaining backgrounds:

• Electron channel:  from  produced in  decay

• Muon channel:  with  mis-id as  and semi-leptonic heavy quark decays

mℓℓ

π0 → e+e−γ ρ± τ±

τ → 3πν π μ

Belle: Dark Leptophilic Scalar Search
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50 mm is expected for ⇠ ⇠ 1. To take this dependence
into account, we simulate the events with two additional
values of c⌧ = 10 mm and c⌧ = 50 mm, and re-perform
the entire analysis to determine the UL on the cross-
section for these values. Using these UL and the known
relation between c⌧ and ⇠, we iteratively determine the
UL on the ⇠, as shown in the top sub-plot of Fig. 6.

The exclusion region of the coupling constant ⇠ vs.
m�L is shown in Fig. 7, overlaid with previous results [32,
43–45]. Our limits are tabulated in Table I.

A fit to the ratio of limits obtained by the BABAR exper-
iment [32] and our limits show that our results are more
constraining by 19% on the average. We exclude the pa-
rameter space with m�L between [0.04,4] GeV favored
by (g � 2)µ at 90% CL [10, 11].

In conclusion, we search for a dark leptophilic scalar
and set the UL on the cross-section of e+e� ! ⌧+⌧��L,
�L ! e+e� process in the range [0.6, 7] fb and on the
cross-section of e+e� ! ⌧+⌧��L, �L ! µ+µ� process
in the range [0.1, 2] fb at 90% CL. There is no such lep-
tophilic scalar with mass less than 4 GeV that can ex-
plain the observed excess in (g � 2)µ.
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by the (g � 2)µ measurement [2] is shown as a red band.
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• No significant excess observed in  

• Limits set as a function of  mass and lifetime

• Parameter space below 4 GeV that could explain  excluded
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50 mm is expected for ⇠ ⇠ 1. To take this dependence
into account, we simulate the events with two additional
values of c⌧ = 10 mm and c⌧ = 50 mm, and re-perform
the entire analysis to determine the UL on the cross-
section for these values. Using these UL and the known
relation between c⌧ and ⇠, we iteratively determine the
UL on the ⇠, as shown in the top sub-plot of Fig. 6.

The exclusion region of the coupling constant ⇠ vs.
m�L is shown in Fig. 7, overlaid with previous results [32,
43–45]. Our limits are tabulated in Table I.

A fit to the ratio of limits obtained by the BABAR exper-
iment [32] and our limits show that our results are more
constraining by 19% on the average. We exclude the pa-
rameter space with m�L between [0.04,4] GeV favored
by (g � 2)µ at 90% CL [10, 11].

In conclusion, we search for a dark leptophilic scalar
and set the UL on the cross-section of e+e� ! ⌧+⌧��L,
�L ! e+e� process in the range [0.6, 7] fb and on the
cross-section of e+e� ! ⌧+⌧��L, �L ! µ+µ� process
in the range [0.1, 2] fb at 90% CL. There is no such lep-
tophilic scalar with mass less than 4 GeV that can ex-
plain the observed excess in (g � 2)µ.
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The bottom sub-plots in both of the figures show the observed
significance for each channel. See text for details.

tute, Foreign Large-size Research Facility Application
Supporting project, the Global Science Experimental
Data Hub Center of the Korea Institute of Science and
Technology Information and KREONET/GLORIAD;
the Polish Ministry of Science and Higher Education and
the National Science Center; the Ministry of Science and
Higher Education of the Russian Federation, Agreement
14.W03.31.0026, and the HSE University Basic Research
Program, Moscow; University of Tabuk research grants
S-1440-0321, S-0256-1438, and S-0280-1439 (Saudi
Arabia); the Slovenian Research Agency Grant Nos.
J1-9124 and P1-0135; Ikerbasque, Basque Foundation
for Science, Spain; the Swiss National Science Foun-
dation; the Ministry of Education and the Ministry
of Science and Technology of Taiwan; and the United
States Department of Energy and the National Science
Foundation. These acknowledgements are not to be

Belle: Dark Leptophilic Scalar Search

Electron channel

Muon channel

D. Biswas et al. (Belle Collaboration) Phys. Rev. D 109, 032002 (2024)



Savino.Longo@umanitoba.ca

7

• GeV-scale HNL ( ) could explain baryon asymmetry of universe; keV-scale HNL could be a dark matter candidate 

• HNL with predominant  coupling challenging to probe experimentally

• Search considers decay  with 

N
ντ

τ− → Nπ− N → ντμ+μ−
T. Asaka, S. Blanchet, M. Shaposhnikov, Phys. Lett. B 631, 151-156 (2005) 
C. O. Dib et al. Phys. Rev. D 101, 093003 (2020) 

2

is di↵erent from that of Refs. [24–28], which rely primar-

ily on violation of lepton-number, lepton-flavor, or CP

symmetries, and from that of Ref. [47], which uses the

kinematics of ⌧ decays to search for the N and is not

sensitive for mN larger than a kinematic endpoint. Var-

ious proposed, dedicated long-lived-particle experiments

would be sensitive to a long-lived N [48–55]. However, in

most cases they lack the ability to identify the dominant

⌫⌧ mixing, particularly for the case mN < m⌧ .

As theoretical framework, we use the generic form

of seesaw models [56–62], where the SM neutrinos ⌫`

(` = e, µ, ⌧) are mainly the light fields ⌫i, with small ad-

mixtures of extra fields Nj , which are heavier and sterile

under the SM gauge interactions:

⌫` =
3X

i=1

U`i⌫i +
X

j

V`NjNj . (1)

While each seesaw model contains specific relations be-

tween masses and mixings, here we take a more model-

independent approach where mNj and V`Nj are indepen-

dent parameters. We focus on scenarios where one of

the sterile neutrinos Nj can be produced in ⌧ lepton de-

cays, i.e. mNj < m⌧ . Henceforth we discard the index

j to refer to that neutrino. Moreover, we study the case

|V⌧N | � |VeN |, |VµN |, in which the N mixes mainly with

the ⌧ neutrino, and its mixing with the electron or muon

neutrinos can be neglected. Particular interest in this

scenario stems from the fact that existing limits on |VeN |
and |VµN | are much tighter than those on |V⌧N |, because
electrons and muons are experimentally easier to identify

than ⌧ leptons. Thus, our simplified model is described

by the e↵ective Lagrangian

L =� gp
2
W

+
µ V

⇤
⌧NN�

µ
PL⌧ + h.c.

� g

2 cos ✓W
ZµV

⇤
⌧NN�

µ
PL⌫⌧ + h.c., (2)

where g is the SM electroweak coupling constant, ✓W

is the Weinberg angle, W+
µ and Zµ are the heavy elec-

troweak gauge boson fields, and PL is the left-handed

projection operator.

To probe this scenario, we propose to search for a long-

lived N produced via ⌧
� ! X

�
1 N , taking advantage of

copious e+e� ! ⌧
+
⌧
� events at B-factory experiments.

Since we study the case with dominant V⌧N mixing, the

only sizeable charged-current decay of the N is N !
⌧W

⇤. However, this decay is kinematically forbidden by

the condition mN < m⌧ . Therefore, the N must decay

via the neutral-current decay N ! ⌫⌧X2, mediated by

⌧± N ⌫⌧

X±
1

X2

W ⇤
Z⇤

1

FIG. 1. The proposed decay chain, ⌧ ! X1N followed by

N ! ⌫⌧X2.

the Zµ term of Eq. (2). The complete decay chain is

shown in Fig. (1).

Our aim here is to estimate the sensitivity of the pro-

posed B-factory search to the mixing |V⌧N |2. The num-

ber of observed events should be given by:

N = N⌧⌧ ⇥ B(⌧ ! X1N)⇥ B(N ! ⌫⌧X2)⇥ a⇥ ✏, (3)

where N⌧⌧ is the total number of tau lepton pairs pro-

duced, B denotes a branching fraction, a is the accep-

tance (which is essentially the probability for N to decay

inside the detector), and ✏ is the reconstruction e�ciency.

We focus on the case in which X
±
1 is either ⇡± or ⇡±

⇡
0.

Limiting X1 to hadronic states facilitates the application

of the constraints discussed below, which greatly reduce

the backgrounds. Use of the leptonic modes X1 = `⌫

roughly doubles the exploited ⌧ branching fraction, and

is recommended for the actual data analysis. Since these

modes do not satisfy the above-mentioned constraints,

their study requires full detector simulation, which is

beyond the scope of the current study. In addition,

three-pion and four-pion final states may be used to fur-

ther increase the sensitivity. The branching fractions

B(⌧ ! ⇡N) and B(⌧ ! ⇡⇡N) can be obtained after

replacing N ! ⌧ and ` ! N in Eqs. (3) and (5) of

Ref. [63].

We further focus our study on the case in which X2

is e
+
e
� or µ

+
µ
�, and use the corresponding branching

fractions B(N ! ⌫⌧X2), obtained from Ref. [68]. These

leptonic branching fractions are approximately 2% each,

for mN & 800 MeV. Hadronic X2 final states with at

least two charged pions (needed in order to clearly detect

a displaced vertex) are recommended for the actual data

analysis, and we comment on them below.

To estimate the acceptance a for the Belle II detector,

we generate signal events using EvtGen [64] with beam

energies Ee� = 7 GeV, Ee+ = 4 GeV. Events are pro-

duced for N mass values mN = 0.3, 0.5, 0.7, 1.0, 1.3,

and 1.6 GeV, with various values of |V⌧N |2, using the N

Analysis explores  and  
parameter space where  is long lived

mN |VNτ |2

N

Belle: Heavy Neutral Lepton (HNL) Search

π± μ+

μ−
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mN [GeV/c2]

10�5

10�4

10�3

10�2

10�1

|V
N

�
|2

DELPHI

ArgoNeuT

BABAR
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±1�

±2�
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Expected

Observed

±1�
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FIG. 2: The expected (dashed) and observed (solid) 95% CL
limits on |VN⌧ |2 vs. mN for a Dirac or Majorana HNL. The
green and yellow bands show the 1� and 2� bands for the
expected limits for the Dirac case. The blue and pink bands
show the same for the Majorana case. Also shown are the
limits from DELPHI [26], corrected for the unavailability of
the charged-current decay for mN < m⌧ [62], ArgoNeuT [32],
and the upper limit from BABAR [33].
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fined identically to VRH⇡⇡ but with 480 < mDV (⇡⇡) <
515 GeV/c2, is used to check the overall level of back-
ground from KS decays. The VRHss and VRLss are de-
fined by the same criteria as SRH and SRL, respectively,
except that the electric charges of the two muons have
the same sign, opposite the charge of the prompt pion.
These regions are used to validate the level of potential
background from coincidental crossing of tracks.

For each region, the event yields observed in the data,
the corresponding MC prediction, their ratio, and the
statistical consistency between them are shown in Ta-
ble I. Also shown are the postfit yields in the SRs and
CRs for the case of no signal. The data contain one
event in the SRH, with m+ = m� = 1.473 GeV/c2, and
no events in the SRL. To avoid potential experimenter
bias, the data event yields in the SRs were unveiled only
after finalizing all analysis procedures and systematic-
uncertainty estimations. In the CRs and VRs, the num-
ber of data events exceed the MC expectation by between
2% and 43%, and the naive data-MC statistical consis-

tency N�
obs,bgd = (Nobs�Nbgd)/

q
Nobs + �2

bgd
ranges be-

tween 0.8 and 4.7. This di↵erence is used to estimate an
uncertainty on the background model, described later.

Region Nobs Nbgd
Nobs
Nbgd

N�
obs,bgd Postfit

SRH 1 0.40± 0.28 2.5 2.1 0.59± 0.31
SRL 0 0.80± 0.40 0 �2.0 0.69± 0.45
CRH 95 73.6± 3.8 1.29 2.0 93± 8
CRL 43 37.2± 2.7 1.16 0.8 41± 6

VRH⇡⇡ 273 191± 6 1.43 4.7
VRL⇡⇡ 165 127± 6 1.30 2.7
VRKS 7917 7728± 39 1.02 2.0
VRHss 0 0.40± 0.28 0
VRLss 0 0 0

TABLE I: The number Nobs of events observed in the data,
the expected number Nbgd of background events based on the
MC simulation, the ratio Nobs/Nbgd, and the naive statistical

consistency N�
obs,bgd = (Nobs �Nbgd)/

q
Nobs + �2

bgd for each

of the signal, control, and validation regions. The last column
shows the postfit event yields for the SRs and CRs, obtained
by maximizing the likelihood function when the signal yield
is fixed to 0.

The S values of the data and background-MC events
that pass all the selection criteria except S < 0.4 are
shown in Fig. 1(a) together with the signal-MC distribu-
tion. The m± values after all selections except the m±
requirement are shown in Fig. 1(b). The SRL distribu-
tion for signal MC events with mN = 600 MeV/c2 is also
shown for comparison. Signal events cluster around ei-
ther m+ ⇡ mN or m� ⇡ mN , with events for which S
was set to 0 having m� = m+

From the observed event yields Nobs in the SRs and
CRs we compute 95% confidence-level (CL) upper limits
on |VN⌧ |2 as a function of mN using the CLs prescription
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FIG. 1: (a) The S values of the Data and MC events after
applying all SR requirements except S < 0.4. The signal-MC
distribution is arbitrarily normalized, and the background-
MC distributions are normalized to the data luminosity. (b)
The m� vs. m+ values for the data and for e+e� ! ⌧+⌧�

and e+e� ! qq̄ background MC events (which has 5 times the
data luminosity) in the SRH (black symbols) and SRL (red
symbols). The region enclosed by the dashed lines is vetoed
in the SRL. The distribution of signal-MC events with mN =
600 MeV/c2 in the SRL is also shown in colored contours.

implemented in pyhf [55–57] with the likelihood function

L =
Y

R

P
�
NR

obs
|NR

exp

�Y

C

GC(pC |p0C ,�C). (3)

Here the index R runs through the regions SRH, SRL,
CRH, and CRL; P

�
NR

obs
|NR

exp

�
is the Poisson probability

for an observation of NR
obs

events in region R given the
expectation NR

exp
; the index C runs through the nuisance

parameters; and GC(pC |p0C ,�C) is the Gaussian distribu-
tion for nuisance parameter pC given the expectation p0C
and its uncertainty �C .

The expected event yield in region R is NR
exp

= NR
bgd

+

NR
sig

, where NR
bgd

is the expected background yield shown

in Table I, and NR
sig

is the expected signal yield, calcu-

• Displaced vertex from  decay provides significant background rejection

• Kinematics of the signal-τ decay allow two solutions for  

• No significant excess observed in 915 fb-1

N → μ+μ−ντ

mN (m+, m−) M. Nayak et al. (Belle Collaboration), to appear in PRD(L) 
arXiv:2402.02580
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Belle II Experiment

• Major detector and accelerator upgrade from Belle  

• Operations at SuperKEKB from 2019 - present 

• Total dataset to-date is 498 fb-1   

• Target dataset is 50 ab-1   

Vertex Detector: 
DEPFET pixel detector (2 layers) 
Double-sided silicon strip detector (4 layers)

Trigger: 
Hardware < 30 kHz 
Software < 10 kHz

Drift Chamber 
He(50%):C2H6(50%), Larger size relative 
to Belle, smaller cells, new electronics.

 and Muon detector 
Inner Barrel/Endcaps: Scintillating Strips 
Outer Barrel: Resistive Plate Chambers

K 0
L

Electromagnetic Calorimeter 
CsI(Tl) with waveform sampling 
Position, energy, time, and 
pulse-shape

Charged Particle Identification: 
Barrel: Time-of-Propagation counter 
Forward Endcap: Aerogel Ring-Imaging Cherenkov counter

Magnet: 
1.5T superconducting

New low multiplicity triggers allow new dark sector 
analysis opportunities at Belle II 

➡Single muon trigger  

➡Single Track Trigger with 3D track reconstruction at L1 
using neural networks 

➡Single photon trigger operational for entire dataset 

-Not present at Belle 

-53 fb-1 recorded by BaBar with single photon trigger 

➡Displaced vertex trigger in development
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10Belle II: Search for  resonanceττ
•  resonance in  arise in many dark sector models: 

➡Spin-1 particle coupling only to the heavier lepton families 

➡Higgs-like spin-0 particle that couples preferentially to charged 
leptons (leptophilic scalar) 

➡Axion-like particles  

•

ττ e+e− → μμττ

e+

μ−

μ+
τ+

γ*
e−

Z', S or ALP τ−

• Event signature is four tracks with missing energy 

• Muons used to compute , which peaks for signal 

• Background suppression via neural network  

•  and  backgrounds not 
included in simulation 

Mrecoil(μμ)

e+e+ → e+e−Xhad e+e+ → 4ℓ(γ)

resolution in the MrecoilðμμÞ distribution, as shown by the
inset in Fig. 2.
The signal yields are obtained from a scan over the

MrecoilðμμÞ spectrum through a series of unbinned maxi-
mum likelihood fits. The signalMrecoilðμμÞ distributions are
parametrized from the simulation as sums of two Crystal
Ball functions [49] sharing the same mean value. The scan
step size is half the mass resolution. Each fit extends over
an interval 40 times larger than the Z0 mass resolution. The
background is described with a constant. Higher-order
polynomials for the background parametrization are inves-
tigated, but their coefficients are compatible with zero over
the full recoil-mass spectrum. A total of 2384 fits are
performed, covering the range 3.6–10 GeV=c2. If a fitting
interval extends over two different MLP ranges, we use
data selected by the MLP corresponding to the range where
the central mass value is located. The fit determines the
signal and background yields using a fixed signal shape.
We then convert signal yields into cross sections, after
correcting for signal efficiency and luminosity.
Several sources of systematic uncertainties affecting the

cross section determination are taken into account: they are
related to signal efficiency, luminosity, and fit procedure.
Uncertainties due to the trigger efficiency are evaluated by
propagating the uncertainties on the measured trigger
efficiencies. The relative uncertainty on the signal effi-
ciency is 2.7% across the entire mass range. Uncertainties
due to the tracking efficiency are estimated in eþe− →
τþτ−ðγÞ events, in the one-prong against three-prong
topology. The relative uncertainty on the signal efficiency
is 3.6%. Uncertainties due to the particle-identification
requirement are studied using eþe− → μþμ−γ, eþe− →
eþe−μþμ−, eþe− → eþe−eþe−, and eþe− → eþe−πþπ−

events and final states with either a J=ψ or a K0
S. The

relative uncertainty on the signal efficiency varies between
3.9% and 6.2%, depending on the Z0 mass. Uncertainties
due to the MLP selection efficiency are evaluated on the
pion-tagged control sample. We compare MLP efficiencies
in data and simulation in signal-like regions of the control
sample and assume that uncertainties estimated in those
conditions are representative of the signal conditions. We
find good agreement between data and simulation and
estimate a 2.8% relative uncertainty on the signal efficiency
from the uncertainty of the data-simulation comparison.
Uncertainties due to the interpolation of the signal effi-
ciency between simulated mass points are 2.5%, which is
assigned as a relative uncertainty on the signal efficiency.
Uncertainties due to the fit procedure are evaluated using a
bootstrap technique [50]. Signal events from simulation are
overlaid on simulated background with a yield correspond-
ing to the excluded 90% C.L. value and fitted for each Z0

mass. The distribution of the difference between the over-
laid and the fitted yields, divided by the fit uncertainty, has
a negligible average bias with a width that deviates from 1
by 4%, which is assigned as a relative uncertainty on the
signal-yield determination. Uncertainties due to differences
in the recoil-mass resolution between data and simulation
are evaluated by introducing an additional smearing on the
simulated momenta of the two tagging muons, which
reflects the difference in momentum resolution measured
with cosmic rays and in D$þ → D0πþ decays with respect
to the simulation predictions. The relative uncertainty on
the signal-yield determination is 3%. The relative uncer-
tainty on the signal efficiency due to the knowledge of the
beam energy is 1% [51]. The uncertainty due to the
selection on the four-track invariant mass is negligible.
Finally, a relative uncertainty of 1% on the integrated
luminosity is considered [29].
All the systematic uncertainties are summed in quad-

rature: the final relative systematic uncertainty on the cross

FIG. 2. Observed distribution of the recoil mass against the two
tagging muons, compared to the expectations of the simulation.
Contributions from the various simulated processes are stacked.
Inset: an example fit at a signal mass hypothesis of 6.036 GeV=c2

and the difference between the number of observed and fitted
events, divided by the statistical uncertainty of the former.

FIG. 3. Observed 90%C.L. upper limits (UL) and corresponding
expected limits on the cross section for the process eþe− →
Xð→ τþτ−Þ μþμ− with X ¼ Z0; S, ALP as functions of the X reso-
nance mass. Inset: a magnification of the region above 9 GeV=c2.

PHYSICAL REVIEW LETTERS 131, 121802 (2023)

121802-5

Require  decay as 
 or 

τ±

τ− → ℓ−νν τ− → π−νnπ0
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M. Bauer et al, JHEP. 2022, 1 (2022)



Savino.Longo@umanitoba.ca

10

Upper limits to the Lµ � L⌧ model

Upper limits on the coupling constants of the models are obtained from the upper limits on the cross sections,

making use of the quadratic dependence. As an example, for the case of the Lµ � L⌧ model,

UL(g0)90%CL =

s
g02ref ·UL(�)90%CL

�ref
, (1)

where g0ref is a reference coupling constant used in the MadGraph5@NLO generator to compute a reference cross section

(�ref).

Figure S10: Observed 90% CL upper limits on the g0 coupling of the Lµ � L⌧ model as a function of the Z0 mass. Also shown
are constraints from Belle II [1, 6] for invisible Z0 decays, and from BABAR [7], Belle [8], and CMS [9] (95% CL) searches for
Z0 decays to muons, along with constraints (95% CL) derived from the trident production in neutrino experiments [10–12].
The red band shows the region that could explain the observed value (within two standard deviations) of the muon anomalous
magnetic moment [13].

section varies in the range 8.8%–10.0% depending on the
Z0 mass. We account for systematic uncertainties by
approximating their effects as a Gaussian smearing of
the signal efficiency.
The significance is evaluated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 logðL=L0Þ

p
where L

and L0 are the likelihoods of the fits with and without
signal. The largest local significance observed is 3.0σ,
corresponding to a global significance of 1.8σ, at a recoil
mass of 9.695 GeV=c2 [43]. Since we do not observe any
significant excess above the background, we derive 90%
C.L. upper limits on the process cross section σ½eþe− →
Xð→ τþτ−Þ μþμ−% ¼ σðeþe− → μþμ−XÞ × BðX → τþτ−Þ
with X ¼ Z0; S, ALP, using the frequentist procedure
CLS [52,53]. The limits are shown in Fig. 3. Expected
limits are defined as median limits from background-only
simulated samples that use background yields observed

from the fits to data. The combination of the variations
originating from the MLP ranges and of the overlap
between the fit intervals induces an oscillatory behavior.
The resulting upper limits are dominated by sample size,
with systematic uncertainties worsening them on average
by 1% compared to the case in which they are neglected.
The cross section results are translated into upper limits

on the coupling constant g0 of the Lμ − Lτ model [43], on
the coupling strength ξ of the leptophilic scalar S, and on
the coupling jCllj=Λ for an ALP decaying to leptons:
values as low as 2.5 × 10−2, 51, and 200 TeV−1 are found,
respectively. The last two are shown in Fig. 4 as functions
of the resonance mass. For the leptophilic scalar model, we
constrain the coupling ξ to be smaller than approximately
200 for masses above 6.5 GeV=c2, which are the first
results in that region. For the model with the ALP decaying
to leptons, these are the first results for the ALP-τ coupling.
In summary, we search for a resonance decaying to τþτ−

in eþe− → μþμ−τþτ− events in a data sample of eþe−

collisions at 10.58 GeV collected by Belle II in 2019–2020,
corresponding to an integrated luminosity of 62.8 fb−1. We
find no significant excess above the background and set
upper limits on the cross section, ranging from 0.7 to 24 fb,
for masses between 3.6 and 10 GeV=c2. We derive
exclusion limits on the couplings for three different models:
the Lμ − Lτ model; a leptophilic scalar model, for which we
probe for the first time masses above 6.5 GeV=c2; and a
model with an ALP decaying to leptons, for which we set
world-leading limits over the entire mass range considered.
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FIG. 4. Observed 90% C.L. upper limits and corresponding
expected limits as functions of mass on (top) the leptophilic scalar
coupling ξ and on (bottom) the ALP coupling to leptons jCllj=Λ
in the hypothesis of equal couplings to the three lepton families
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constraints for S decaying in electrons or muons from a BABAR

search [25] and (bottom) constraints for an ALP decaying to
leptons from a reinterpretation [17,18] of BABAR searches. The
red band in the top plot shows the region that explains the muon
anomalous magnetic moment ðg − 2Þμ ' 2σ.

PHYSICAL REVIEW LETTERS 131, 121802 (2023)

121802-6

section varies in the range 8.8%–10.0% depending on the
Z0 mass. We account for systematic uncertainties by
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the signal efficiency.
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and L0 are the likelihoods of the fits with and without
signal. The largest local significance observed is 3.0σ,
corresponding to a global significance of 1.8σ, at a recoil
mass of 9.695 GeV=c2 [43]. Since we do not observe any
significant excess above the background, we derive 90%
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from the fits to data. The combination of the variations
originating from the MLP ranges and of the overlap
between the fit intervals induces an oscillatory behavior.
The resulting upper limits are dominated by sample size,
with systematic uncertainties worsening them on average
by 1% compared to the case in which they are neglected.
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the coupling strength ξ of the leptophilic scalar S, and on
the coupling jCllj=Λ for an ALP decaying to leptons:
values as low as 2.5 × 10−2, 51, and 200 TeV−1 are found,
respectively. The last two are shown in Fig. 4 as functions
of the resonance mass. For the leptophilic scalar model, we
constrain the coupling ξ to be smaller than approximately
200 for masses above 6.5 GeV=c2, which are the first
results in that region. For the model with the ALP decaying
to leptons, these are the first results for the ALP-τ coupling.
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in eþe− → μþμ−τþτ− events in a data sample of eþe−

collisions at 10.58 GeV collected by Belle II in 2019–2020,
corresponding to an integrated luminosity of 62.8 fb−1. We
find no significant excess above the background and set
upper limits on the cross section, ranging from 0.7 to 24 fb,
for masses between 3.6 and 10 GeV=c2. We derive
exclusion limits on the couplings for three different models:
the Lμ − Lτ model; a leptophilic scalar model, for which we
probe for the first time masses above 6.5 GeV=c2; and a
model with an ALP decaying to leptons, for which we set
world-leading limits over the entire mass range considered.
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expected limits as functions of mass on (top) the leptophilic scalar
coupling ξ and on (bottom) the ALP coupling to leptons jCllj=Λ
in the hypothesis of equal couplings to the three lepton families
and zero couplings to all other particles. Also shown are (top)
constraints for S decaying in electrons or muons from a BABAR

search [25] and (bottom) constraints for an ALP decaying to
leptons from a reinterpretation [17,18] of BABAR searches. The
red band in the top plot shows the region that explains the muon
anomalous magnetic moment ðg − 2Þμ ' 2σ.
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• No significant excess observed in 62.8 fb-1 

• Limits on  cross section 
translated to limits on leptophilic scalar, Z’, and ALP 
mediator interpretations

e+e− → X( → τ+τ−)μ+μ−

leptophilic scalar, S ALP

I. Adachi et al. (Belle II Collaboration) Phys. Rev. Lett. 131, 121802 (2023) Z’

Belle II: Search for  resonanceττ
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Figure 1: Leading-order Feynman diagram for the process
e+e� ! µ+µ�X,X ! µ+µ�.

Figure 2: Leading-order Feynman diagrams for the two main
contributions to the e+e� ! µ+µ�µ+µ� SM background:
double photon conversion (left) and annihilation (right).

series of fits to the M(µµ) distribution, which allows an
estimate of the background directly from data.

The paper is organized as follows. In Sec. II we briefly
describe the Belle II experiment. In Sec. III we report
the datasets and the simulation used. In Sec. IV we
present the event selections. In Sec. V we describe the
signal modeling and the fit technique to extract the sig-
nal. In Sec. VI we discuss the systematic uncertainties.
In Sec. VII we describe and discuss the results. Sec. VIII
summarizes our conclusions.

II. THE BELLE II EXPERIMENT

The Belle II detector [26, 27] consists of several sub-
detectors arranged in a cylindrical structure around the
e+e� interaction point. The longitudinal direction, the
transverse plane, and the polar angle ✓ are defined with
respect to the detector’s cylindrical axis in the direction
of the electron beam.

Subdetectors relevant for this analysis are briefly de-
scribed here in order from innermost out; a full descrip-
tion of the detector is given in Refs. [26, 27]. The inner-
most subdetector is the vertex detector, which consists of
two inner layers of silicon pixels and four outer layers of

silicon strips. The second pixel layer was only partially
installed for the data sample we analyze, covering one
sixth of the azimuthal angle. The main tracking subde-
tector is a large helium-based small-cell drift chamber.
The relative charged-particle transverse momentum res-
olution, �pT

pT
, is typically 0.1%pT � 0.3%, with pT ex-

pressed in GeV/c. Outside of the drift chamber, time-of-
propagation and aerogel ring-imaging Cherenkov detec-
tors provide charged-particle identification in the barrel
and forward endcap region, respectively. An electromag-
netic calorimeter consists of a barrel and two endcaps
made of CsI(Tl) crystals: it reconstructs photons and
identifies electrons. A superconducting solenoid, situ-
ated outside of the calorimeter, provides a 1.5 T mag-
netic field. A K0

L and muon subdetector (KLM) is made
of iron plates, which serve as a magnetic flux-return yoke,
alternated with resistive-plate chambers and plastic scin-
tillators in the barrel and with plastic scintillators only
in the endcaps. In the following, quantities are defined
in the laboratory frame unless specified otherwise.

III. DATA AND SIMULATION

We use a sample of e+e� collisions produced at
c.m. energy

p
s = 10.58GeV in 2020–2021 by the Su-

perKEKB asymmetric-energy collider [28] at KEK. The
data, recorded by the Belle II detector, correspond to an
integrated luminosity of 178 fb�1 [29].

Simulated signal e+e� ! µ+µ� Z 0 with Z 0 ! µ+µ�

and e+e� ! µ+µ� S with S ! µ+µ� events are gen-
erated using MadGraph5_aMC@NLO [30] with initial-state
radiation (ISR) included [31]. Two independent sets of
Z 0 events are produced, with Z 0 masses, mZ0 , ranging
from 0.212GeV/c2 to 10GeV/c2 in steps of 250MeV/c2,
to estimate efficiencies, define selection requirements, and
develop the fit strategy, and in steps of 5MeV/c2, exclu-
sively dedicated to the training of the multivariate analy-
sis. Samples of S events are generated in 40MeV/c2 steps
for mS masses between 0.212GeV/c2 and 1GeV/c2 and
in 250MeV/c2 steps from 1GeV/c2 to 10GeV/c2.

Background processes are simulated using the fol-
lowing generators: e+e� ! µ+µ�µ+µ�, e+e� !
e+e�µ+µ�, e+e� ! e+e�e+e�, e+e� ! µ+µ�⌧+⌧�

and e+e� ! e+e�⌧+⌧�, with AAFH [32]; e+e� !
µ+µ�(�) with KKMC [33]; e+e� ! ⌧+⌧�(�) with KKMC
interfaced with TAUOLA [34]; e+e� ! e+e�⇡+⇡� with
TREPS [35]; e+e� ! ⇡+⇡�(�) with PHOKHARA [36];
e+e� ! e+e�(�) with BabaYaga@NLO [37]; e+e� !
uū, dd̄, ss̄, cc̄ with KKMC interfaced with Pythia8 [38] and
EvtGen [39] and e+e� ! B0B̄0 and e+e� ! B+B�

with EvtGen interfaced with Pythia8. Electromagnetic
FSR is simulated with Photos [40, 41] for processes gen-
erated with EvtGen. The AAFH generator, used for the
four-lepton processes, including the dominant e+e� !
µ+µ�µ+µ� background, does not simulate ISR effects.
This is a source of disagreement between data and sim-
ulation. Other sources of non-simulated backgrounds in-

• Variety of dark sector models predict new particles decaying to  

•  from  extensions of SM  

• Muonphilic scalar   proposed to resolve  anomaly

μ+μ−

Z′ → μ+μ− Lμ − Lτ

S → μ+μ− (g − 2)μ6
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Figure 4: Candidate-µ+ momentum versus candidate-µ� momentum for simulated signal (left) with mZ0 = 3GeV/c2 and
simulated background (right), for dimuon masses 2.75 < M(µµ) < 3.25GeV/c2.
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Figure 5: Recoil-µ+ momentum versus recoil-µ� momentum for simulated signal (left) with mZ0 = 3GeV/c2 and simulated
background (right), for dimuon masses 2.75 < M(µµ) < 3.25GeV/c2.
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Figure 6: Absolute value of the cosine of the helicity angle for simulated signal (left) with mZ0 = 3GeV/c2 and simulated
background (right), for dimuon masses 2.75 < M(µµ) < 3.25GeV/c2.
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Figure 9: Candidate-muon-pair momentum pµµ for signal (left) with mZ0 = 3GeV/c2 and background (right), for dimuon
masses 2.75 < M(µµ) < 3.25GeV/c2.
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Figure 10: Signal efficiency as a function of mZ0 (purple dots)
and mS (orange triangles) masses after all selections are ap-
plied.

low 1GeV/c2. The MLP selection is applied separately
to each of the four candidates per event, reducing the
average candidate multiplicity per background event to
1.7. The candidate multiplicity per signal event varies
between 1.4 and 3, depending on the mass.

E. Efficiencies and dimuon spectrum

The efficiencies of the full selection for the Lµ�L⌧ and
muonphilic scalar models are shown in Fig. 10. The effi-
ciency for the scalar increases below 1GeV/c2 because the
S, due to angular momentum conservation, is produced
through a p-wave process, and has a harder momentum
spectrum than the Z 0, which is produced via an s-wave
process. For masses above 1GeV/c2, the S efficiency is
lower than the Z 0 because the analysis, particularly in
the final background suppression part, is optimized for
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Figure 11: Dimuon invariant-mass distribution in data and
simulation for candidates passing all the selections. Contri-
butions from the various simulated process are stacked. The
subpanel shows the data-to-simulation ratio.

the Lµ � L⌧ model.
The signal efficiencies shown here are corrected for ISR.

Although the signal generator includes ISR, it does not
include the large-angle hard-radiation component that
can produce photons in the acceptance, and thereby veto
events. This effect is studied using e+e� ! µ+µ��
events, generated with KKMC that simulates ISR in a com-
plete way, and gives a relative reduction of 2.8% in effi-
ciency.

To improve the mX resolution, a kinematic fit is ap-
plied requiring that the sum of the four-momenta of the
muons be equal to the four-momentum of the c.m. sys-
tem, thus constraining the four-muon invariant mass top
s/c2. The resulting M(µµ) distribution is shown in

Fig. 11. With the exception of the very low mass region,
the data-to-simulation yield ratio is generally above one.
This is because the MLPs perform worse on data, which
naturally includes ISR, than on background simulation,

• Search in channel  

• Select events with four muons with total centre-of-mass 
energy consistent with  

• Main background  has distinct 
kinematics from signal 

• Neural network for background suppression

e+e− → μ+μ−X, X → μ+μ−

s

e+e− → μ+μ−μ+μ−

Belle II: Search for a  resonanceμ+μ−
P. Harris, P. Schuster, and J. Zupan (2022), arXiv:2207.08990 
N. Tran, and A. Whitbeck, PRD 107, 116026 2023)
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After background suppression 
with neural network  

• Search for localized excess in M( ) 

• No significant excess observed in 178 fb-1 

• Sets first limits on muonphilic scalar, which constrain explanation 
for muon g-2 anomaly 

• Limits also set on Z’ interpretation 

μμ

Belle II: Search for a  resonanceμ+μ−

Accepted to PRD arXiv:2403.02841

Z’ muonphilic scalar
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14Conclusions
•  collision environment at Belle and Belle II presents unique capabilities for dark sector searches  

• New triggers at Belle II targeting low multiplicity final states open new dark sector search opportunities 

• Recent dark sector searches by Belle and Belle II were reported 

e+e−

D. Biswas et al. (Belle Collaboration) Search for a dark leptophilic scalar produced in association with  pair Phys. 
Rev. D 109, 032002 (2024) —-  

M. Nayak, S. Dey, A. Soffer, et al. (Belle Collaboration), Search for a heavy neutral lepton that mixes predominantly with 
the tau neutrino to appear in PRD(L) arXiv:402.02580 —- 915 fb-1  

I. Adachi et al. (Belle II Collaboration) Search for a  Resonance in  Events with the Belle II 
Experiment Phys. Rev. Lett. 131, 121802 (2023) —- 62.8 fb-1  

I. Adachi et al. (Belle II Collaboration)  Search for a  resonance in four-muon final states at Belle II, Accepted to PRD 
arXiv:2403.02841 —- 178 fb-1 

τ+τ−

626 fb−1

τ+τ− e+e− → μ+μ−τ+τ−

μ+μ−

• Belle II Run 2 now ongoing —- Additional dark sector searches in progress and future results will 
benefit from full Belle II dataset of >498 fb-1


