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ATLAS Inner Tracker for HL-LHC

In preparation for the High Luminosity upgrade of LHC, the ATLAS experiment Power board  ocstay
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(ITk), including a pixel sub-detector surrounded by a strip sub-detector.
The ITk strip detector consists of a central barrel region with four cylindrical
layers made of “staves”, and two identical end-cap regions each with six
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disks made of “petals”. short strip module gl
n v iic. Tl aimierl Each stave or petal comprises
e | | + Modules: custom ASIC sets glued directly to silicon sensors
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0 e 4+ Local support “Core”: carbon fiber structure with built-in cooling and

e 04« End-of-Substructure (EoS) card: data and power interface between
woowwowewwowe we stave/petal and the off-detector electronics

System Test

The goal is to demonstrate full-system performance from close-to-final components using the complete service chain including power, data, and cooling.
It provides a testbed for development and validation of the data acquisition (DAQ) and detector control and safety (DCS) system for detector integration.

= Barrel Setup @ CERN End-cap Setup @ DESY

» Custom made barrel support structure » Realistic end-cap carbon-fiber support
designed to host 5 LS staves + 3 SS staves  structures designed to host up to 12 petals
R , « Currently populated with 4 fully-loaded pre- < Currently populated with 1 fully-loaded pre-
. . production staves (1 LS and 3 SS staves) production petal

¥ 9 . CO,dual-phase cooling [+17°C, -25°C] « CO2 dual-phase cooling [+17°C, -35°C]

* Thermal box with dry air and monitoring + Complete power chain « Hardware interlock at stave/petal level

Data Acquisition - DAQ Detector Control and Safety - DCS

. & = EoS = B oo The DCS system is responsible for powering, monitoring, interlocks,
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s

HCCStar ———= I | optical link - Hardware Software
| ;F IpGBT (FLX-712 phase-| card) o OPC servers are |n Otersemer T
(eventually EMCI) :
place to communicate "M | 2o || Opteaink | pp2 ontend
" N i I i . . server ! server : (AMAC)
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* Results are compatible between YARR and ITSDAQ. o
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External triggering test What's next ’
» External triggers provided by ALTI board from the ATLAS TTC system ——= | o J
* Fully populate the barrel and end-cap _ Momwpono
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