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Performance Measurements

Clustering
• ACTS clustering is a modified version of 

current ATLAS implementation 
• Identical physics results: 100% agreement 

of number of clusters and cluster sizes 
• Constant timing improvement: average 

timing improvement per event of ∼15%

HL-LHC

The High Luminosity LHC (HL-LHC), is set to begin 
in 2029, and will be Run 4+ of the ATLAS detector. 

Increase in pileup, µ, (number of interactions per 
crossing ) → More tracks → More complex track 
reconstruction

Inner tracking system to be replaced with an all-
silicon Inner Tracker (ITk).

Software upgrade 
• Maximise physics performance
• Modernise the software technology
• Support new processing accelerators (eg. GPU, FPGA)
• Ensure maintainability throughout the operation of the experiment
• Minimise CPU/RAM resource usage

ATLAS will extensively use ACTS- A Common Tracking Software for the 
Run 4 reconstruction software.

ACTS algorithms are designed to be experiment independent. 

New and current ATLAS tracking software is being integrated into this 
platform.

Benefits

Tracking chain

Tracking algorithms aim to reconstruct particle tracks. 

Full ACTS-based tracking chain now implemented for the ITk

• Clusters : adjacent hits are grouped together
• Space points (black dots): three-dimensional representations of 

clusters 
• Seeds: triplets of space points
• Seeds are then filtered using an iterative, Combinatorial Kalman filter
• Track candidates: tracks are made

Run 3 
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Track reconstruction components.  

Seeding
• Reimplementation of 

ATLAS seeding
• Reproduces 1-1 

identical seeds
• ~10% slower: ongoing 

optimization

Track Finding 
• Reimplementation and 

improvement of ATLAS 
CKF

• Ongoing physics and 
resource optimization

by extending seeds and the 
parameters are estimated using 
Combinatorial Track Finder (CKF)

Requirements: 
• High efficiency 
• Low fake rate 
• High precision track parameters
• Fast 
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