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Compact Muon Solenoid

Introduction

® The upcoming high-luminosity phase at the CERN Large Hadron Collider (LHC), will require an increasing amount ot
computing resources;
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® To better analyse this increasing amount of Big Data:

Higher demand for computing and storage resources

4+ New software based on declarative programming

4+ Optimise the usage of CPU and storage;
and interactive workftlows:

>

+ Promote the usage of better data formats;
4+ Distributed computing on geographically

separated resources.

4+ Develop new analysis paradigms!
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® To better analyse this increasing amount of Big Data:

4+ Optimise the usage of CPU and storage;

+ Promote the usage of better data formats;

4+ Develop new analysis paradigms!
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What is a high throughput platform?

CMS-INFN platform

-y
synergy with: = <A

Documentation [ece
o ® Common Analysis Tools @ CMS

prrrTrTrTTTTITe e U= Y
| authnsz [ 195 » Jupyterhub Cloud@CNAF : Access to a single JupyterHub and authentication/authorisation
oo — ' token-based (Indigo-IAM);
e | ® Based on industry standard technologies;
i 553 ¢ _— l — ® Configurable kernel python (via contamers) with specific
o s s ' working environment. & docker (A}
: JUD\)’:.CL'B’? Jupy\t.eLIah Jupy\t.e;lah |
'\\ /," e HTCondor-based overlay (also available standalone);
emm e e e . e DASK library (python) for distributing the execution:
E . Ovelrlay HTCondor )l *  Scale from 1 to N cores (depending on resources availability)
: :. ® |nterfaced with WLCG (using XRootD, WebDAV, ...)
| (1w dask . o
: scheduler | sched >chcé : = _ : R _
— | \OQ(“ | i Offloading strategy: synergy with:
E v dsosrk‘e(r : ée“e : E | interTwin
E | - i * Schedule worker processes spawning on multiple remote
| # sites dynamically and transparently:
|

> Implementation on heterogeneous resources (HTC/
= HPC/Cloud)
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What is a high throughput platform?
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; ~Jjupyternu Cloud@CNAF ! ec0e
| authn/z v | _ File Edit View Run Kernel Tabs Settings Help
| via . | [ [Z Launcher X | (W DTTnPBaseAnalysis.ipynb X | + OO
| T 1) | B+ X0 "I » ®m C » Code v Singularity kernel O
| I
| INDIGO Sign in with OAuth 2.0 , () 8
| IAM DT Tag-and-Probe (TnP) analysis
T ]
1 I
| 1 [1]: | distributed = True ## Default True - Enable DASK parallelisation B MV & F 8
— MT = False ## Disabled by default if distributed is True
| | - saveMetrics = True
1 I
if distributed:
| o. o. .o. I * sched_port = 21491 ## Change this from the DASK cluster information panel
I [~ Je— I
| ° | Dask cluster configuration
| * ° =l P, a I
| / \ , \ | NOTE: The cell below must be changed every time the Dask cluster is recreated
| Jjupyterlab Jjupyterlab Jupyterlab |
if distributed:
rom dask.distributed import Client
| o .v .v | from dask.distributed i cu
1 |
| | client = Client("localhost:" + str(sched_port))
! client
\
N\ » / /usr/local/lib/python3.8/dist-packages/distributed/client.py:1128: VersionMismatchWarning: Mismatched versions found
T e e e e e e e e e o o e S e S S S S S S S R S S G S G S S S e e e e - - —_
| Package | client | scheduler | workers |
/’_—————--———-——————_———_——-—---——_———-——-——_-—-_—.—.—-.— | cloudpickle | 2.2.1 | 2.0.0 | 2.2.1 |
| msgpack | 1.0.5 | 1.0.3 | 1.0.5 |
/ | toolz | 0.12.0 | 9.11.2 | 0.12.0 |
| ( I | tornado | 6.3.3 | 6.1 | 6.3.3 |
L Overlay HTCondor o
| - msgpack: Variation is ok, as long as everything is above 0.6
I I warnings.warn(version_module.VersionMismatchWarning(msg[@] ["warning"])) 4
| I #client.restart() #Execute this only to restart the workers (to relaunch the notebook, for example
| Upload the X509 proxy in the Dask workers
l |
I r‘ as I ‘ if distributed:
from distributed.diagnostics.plugin import UploadFile
| scheduler sched sched
| I e client.regi i i " 2
.register_worker_plugin(UploadFile("/tmp/x509up_u@"))
, XRootD .
— def set_proxy(dask_worker):
| Y import os
| A\ I o import shutil
| r‘ daSk e working_dir = dask_worker.local_directory
I proxy_name = ‘'x509up_u@'
| q os.environ['X509_USER_PROXY'] = working_dir + '/' + proxy_name
| worker I os.environ['X509_CERT_DIR']="/cvmfs/grid.cern.ch/etc/grid-security/certificates/"
I ‘ return os.environ.get('"X509_USER_PROXY"), os.environ.get("X509_CERT_DIR")
if distributed:
| I o client.run(set_proxy)
'
I I def clear_nodes(dask_worker, with_monitoring_files=False, with_aux_files=False):
import os
| I os.popen('rm ./*.root')
if with manitarina filac:
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: File Edit View Run Kernel Tabs Settings Help

| Terminal 1 X | [@ Launcher X | A HNL_analysis.ipynb ® | Workers X
CPU Use (%)

i

O @ O W
Memory Use (%)
O a (.

name address nthreads cpu memory limit memory % managed unmanaged old  unmanaged recer spilled
Total (10) 10 61 % 5.0GiB 20.0 GiB 249 % 0.0 781.1 MiB 4.2GiB
HTCondorCluster tcp://10.60.128.1¢ 1 73 % 564.7 MiB 2.0GiB 27.6 % 0.0 84.6 MiB 480.1 MiB
HTCondorCluster tcp://10.60.128.1¢ 1 62 % 520.9 MiB 2.0GiB 25.4 % 0.0 78.9 MiB 442.0 MiB
HTCondorCluster tcp://10.60.128.1¢ 1 68 % 560.2 MiB 2.0GiB 274 % 0.0 74.9 MiB 485.3 MiB
HTCondorCluster tcp://10.60.128.1¢ 1 79 % 563.7 MiB 2.0GiB 27.5% 0.0 78.6 MiB 485.1 MiB
HTCondorCluster tcp://10.60.128.1¢ 1 2% 79.2 MiB 2.0GiB 3.9% 0.0 78.5 MiB 704.0 KiB
HTCondorCluster tcp://10.60.128.1¢ 1 68 % 565.0 MiB 2.0GiB 27.6 % 0.0 78.5 MiB 486.5 MiB
name address event_loop_interval disk read
Total (10) 4.765862094811044 0
HTCondorCluster-10 tcp://10.60.128.166:43094 0.21137993037700653 0
HTCondorCluster-11 tcp://10.60.128.167:43281 0.20190957069396973 0
HTCondorCluster-12 tcp://10.60.128.166:32940 1.5537115732828777 0
HTCondorCluster-13 tcp://10.60.128.168:44357 0.2843333686270365 0
HTCondorCluster-14 tcp://10.60.128.167:38003 0.019974627494812013 0
HTCondorCluster-15 tcp://10.60.128.168:44308 0.2669351371851834 0

Simple 1M1 & Mem:1.04/8.00GB

0.0

0.0
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0.0

0.0

# fds

450

47
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27

47

disk write
2 MiB
153 KiB
218 KiB
158 KiB
168 KiB
0

167 KiB

Mem: l:] 1.54 / 8.00 GB

net read
1 MiB
95 KiB
74 KiB
98 KiB
168 KiB
7 KiB
168 KiB

net write
432 KiB
108 KiB
9 KiB
112 KiB
10 KiB
3 KiB
10 KiB

Workers
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Use case: Detector Performance Analyses

Typically, Detector Performance Group (DPG) analyses are run on a reduced amount of data (e.g. one run or fill), but

processing of large dataset, at once, might be needed:

® To assess/improve systematics of high precision analyses, when they are dominated by the response of a specific
detector;

® To reprocess multiple year data, e.g. for detector stability studies (ageing).

Use case:
kPorting of a well established Drift Tubes (DT) Tag-and-Probe analysis [QMS-DP-2023-049])

A data sample consisting in a skim of Z — uu decay candidates collected by CMS over 2023, corresponding to ~27fb"
was explored for the study. Size: 224GB

® The original code running mainly on C++, for the base histograms and computing the segment efficiencies.

» The ported code is running on Jupyter notebook (in Python), using ROOT RDataFrame. The Tag-and-Probe
ibraries are stored in a dedicated header file.

> The execution is off-loaded remotely (CMS Tier-2 - LNL) and the results are retrieved directly on the platform.

42nd International Conterence on High Energy Physics - ICHEP 2024
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Use case: Detector Performance Analyses
Porting results

® Tag-and-Probe method [CMS-DP-2023-049): (one entry per chamber)
CMS Preliminary 2023 (13.6 TeV)
> Two oppositely-charged well-reconstructed tracker muons; o 1eor
o [
»  Tag muon: py > 27GeV passing HLT for isolated muons. TightlD criteria §1eo— -
o B istributed: <eff> 99.8% - # underflows
in the muon detector reconstruction. s L
< 140 — ""*"“ serial: <eff> 99.8% - ¥ underfiows 2 | T
» Probe muon: track with segment matching in at least a chamber other i - | |
than the one under Study pT > ZOGeV [ ERMESERSRSINISUIIN SURNSSSRSIRURSSIE SSRITRSUSIIRIS: SSVRIRUADSUUNITIRH INSUSRIRSRSINS  FSS—————
e A DT chamber is efficient if reconstructed segment is near the RS N A SN WU S & A
extrapolated probe muon track. -
80_ .........................................................................................................................................................................................................
® The efficiency is computed in fiducial regions (ignoring probes YN N R N N &
whose tracks falls near the chambers borders). i
40_ ...........................................................................................................................................................................................................
® The changes applied to the Tag-and-Probe program to run on the -
ngh Throughput Platform ( ) do I’]Ot aﬁect performance’ 20__ ............................ .................................. .................................. .................................. : ............................................
which is consistent with the original program (serial). ST DN RN T T o B
8.9 0.92 0.94 0.96 0.98 1 1.02

DT Segment Reconstruction Efficiency
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Use case: Detector Performance Analyses

Porting results

Tag-and-Probe method [CMS-DP-2023-049]:

>

>

Two oppositely-charged well-reconstructed tracker muons;

Tag muon: p; > 27GeV passing HLT for isolated muons. TightlD criteria
in the muon detector reconstruction.

Probe muon: track with segment matching in at least a chamber other
than the one under study. p, > 20GeV.

A DT chamber is_efficient if reconstructed segment is near the

extrapolated probe muon track.

The efficiency is computed in fiducial regions (ignoring probes
whose tracks falls near the chambers borders).

The changes applied to the Tag-and-Probe program to run on the

High Throughput Platform (

) do not affect performance,

which is consistent with the original program (serial).

® |ncluding high-energy muons.

CMS Preliminary
& 1.04
c - :
2 -
O -
E 1.02 __ ............................................. .........................................................
c - :
o u
s T SR
I - -
g B
] — :
c
5096 —
£ B
) — :
<] = :
:’_) 0.94 i + MB1 - serial
(o) B —#— MB2 - serial
— —&— MBS3 - serial
092 __ .............................. MB4 ) Ser|a|
- | —5— MB1 - distributed
0.9 __ ................... .......... ——=— MB2 - distributed
- : —=— MB3 - distributed
B ——— MB4 - distributed
|1 S——_—— s e,
0'860 50 100 150 200

(measurement as function of muon p;)

....................................................................................................

2023 (13.6 TeV)

lllllllllllllllllllillllllllllllllllllli

....................................................................................................

............................................................................................
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Compact Muon Solenoid

Use case: Detector Performance Analyses
Porting results

(efficiency x acceptance vs muon 7)

® The efficiency is computed, this time, without applying fiducial CMS Preliminary 2023 (13.6 TeV)
_ —3— MB1 - serial
region selections (convolutmg reconstruction efﬂmency with Y — S —5— mgg-ser?a: ............
- —_— - seria
detector acceptance) using the Tag-and-Probe method [CMS- - —3— MB4 - serial
—=— MB1 - distributed
DP_2023_O49] 1.2__ ........... ........................................... ...................................... MB2 - distributed |7
—&— MBS - distributed
—B—‘ MB4 - distributed

® The changes applied to the Tag-and-Probe program to run on the
High Throughput Platform ( ) do not affect performance,
which is consistent with the original program (serial).

® Acceptance is the dominant effect observable in the plots:

DT Segment Reconstruction Efficiency x Acceptance

e Significant efficiency drops appearing in the boundaries between muon
barrel wheels.

® The impact of the cracks between barrel sectors varies among stations,
explaining the differences in the regions where efficiency is maximal.
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Use case: Detector Performance Analyses
Technical performance

® To evaluate the technical performance, the available statistics has been processed 3 times, mimicking an
integrated luminosity of ~82fb-1, consisting of ~77M events in total. Size: 224*3 = 672GB

*Serial processing (as a single job *Distributed processing on the
on HTCondor) platform:
Wall time: ~120 minutes L — Wall time: ~6 minutes
1 CPU on a AMD EPYC 7302 16-Core Processor, Up to 92 CPUs (46 physical), on two AMD EPYC
with 2GB memory 7413 24-Core Processor, with 2GB memory per

CPU. Resources hosted at T2 IT_LNL.

® The remote resources are monitored using in-site metrics, gathered and displayed using an InfluxDB instance.

® Quasi-interactivity is now reached:

- Every time a re-execution of the analysis is needed (e.g. tweaking some thresholds or using different selection

criteria), running a tew Jupyter Notebook cells will do the trick (transparently accessing more resources)!!

- This can result in a great improvement for any detector performance analysis application.

42nd International Conterence on High Energy Physics - ICHEP 2024
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Use case: Physics data analysis
Technical performance

Compact Muon Solenoid

® The performances of the high-rate platform have been investigated also on a CMS physics data analysis.

Use case:

kAnaIysis on a high amount of data, coming from the b-parking dataset gathered by CMS in 201 8.)

® The same analysis workflow, running on an increasing number of workers shows a decrease in execution time.

B-Parking fraction analysed:
~70GB / 500GB

—
o

@

CPU usage (%)
o

&

N

v o
o QO

CPU usage (%)
&

N
o

w
o

Number of w

CPU

0 2 4 6 8 10 12
Time [min]

[\ 25%

=1
o

0 2 4 6 8 10
Time [min)

Network read throughput [MB/s]
N Py
o o

o

b
S N
o O

@
o

&
o

Network read throughput [MB/s]
N o
o o

o

Network read

2 4 6 8 10 12
Time [min]

120MB/s

4 6 8 10
Time [min)

o
N
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As expected, low number
of workers show a CPU
usage saturation;

For a high number of
workers, network access

becomes the main
bottleneck (due to I/O

access, via protocols like
xRootd/WebDAV).




Compact Muon Solenoid

Moving towards a Datalake infrastructure
synergy with: ¥ ICS

Centro Nazionale di Ricerca in HPC, 1
Big Data and Quantum Computing [ ]

® Extending the entire infrastructure towards a multi-tenant platform, capable of intercepting the needs of data analysts
from different scientific collaborations.

High Rate platform

‘Deployment of the Kubernetes|
.ls

| resources handled via HELM|

Yo

L
= 'A >
“ Ch a rts ° We[com::!i“:n\rl:-:loud ( J u pyte r h u b
HELM |~ S’

Scalable deployment on the available \’

m resources

Sign in with OAuth 2.0

i multi-tenant i

[ XoX ) [ JoX ] [ XoX )

~— —~—
W w

" Jupyter " Jupyter
pod pod

---------- l--------. e EE B N N N EEEEEEEEEEEE,

.- — Dask KubeCluster * .- — Dask KubeCluster

« I N

v

" Jupyter

| Also the Dask cluster is deployed |
lon the K8s cluster, through the|

llllllllllllllllllll

|

offloading to...
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- E OE E N N N N E NN mE g
-emm Em Em o E mmm = m P
I A R R R R R N e

MALTA
I

I

[1] ICSC - Spoke 2 “Fundamental Research & Space Economy’
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Conclusions

® |n view of the R&D efforts for the next phases ot LHC, new tools are required for making data analysis as efficient as

nossible:

® New high-throughput platforms have been developed:

® Based on interactive workflows and declarative programming solutions;

® Running on distributed (and heterogeneous) resources.

® Physics analysts already started the porting of their code, for testing and measuring the up-scaling performances:

® A Detector Performance Group (DPG) use case, coming from DT Tag-and-Probe analysis, has been successfully ported:

® The changes applied to the source code are not affecting performance, and show an optimal consistency with

the original analysis;

® A noticeable reduction in execution time has been observed. In this way, analysts can re-run their applications

multiple times (running on entire years of data-taking and/or performing multiple code changes).

® A performance speed-up of a physical data analysis has also been shown. For an increasing number of workers, the
parallelisation of the workflow results in a faster execution. Some bottlenecks can be observed for massive 1/0 ops.
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#53%, Ministero
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Data processing in CMS

The entirety of CMS data, centrally produced, are saved in ROOT files, in different data formats:

e RAW: A collection of the detector electronics output. Event

Event

size: 1-3 MB . |
e AOD: Analysis Object Data. Transforming RAW data in 13MB —— g Wle’éia;'yyé‘;?
analysis objects (used by analysts) like jets, muons,

electrons, etc... Event size: 500kB
e MiniAOD: Reducing the size of AODs, making them more
compact with the downside of losing some information
(e.g. zeroing tloating-point numbers bit). Event size: 50kB
e NanoAOD: Further reduction of MiniAODs, saved as a
columnar ROOT file. This new format, using fundamental
data types (int, float), exits from the CMS ecosystem and

requires a small amount of dependencies to be analysed.
2009/2010

Fvent size: 1-2 kB 2011/2012 2013/2014 2018 /2019
| | (image taken from: |ink to CHEP19 contribution)

~1 month runtime,

500 kb —— run every few months

1-2 week
runtime

MINIAODT

NANOAOD

50 kb ——

Introduced
in year

1-2kb =

Run1 LS1 End of Run2

DT Tag-and-Probe dataset:

Dataset used, based on muon DPG common NANO flavour: a NanoAOD-like dataset, with 410 physical variables, tailored
for DPG-based analyses.
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https://root.cern.ch/
https://indico.cern.ch/event/773049/contributions/3476049/attachments/1933365/3203526/poster_v3.pdf
https://gitlab.cern.ch/cms-muon-dpgo/muntuples-crab-submission

Compact Muon Solenoid

ROOT RDataFrame

RDataFrame (RDF) is the high-level interface of ROOT for the

data analysis saved in TTree, CSV and many other data formats. sy,
N

It is based on.: ROOT (1,2,3]
(e.g. NanoAQD)

csv —>
Apache Arrow [4,5,6]
ATLAS xAOD
Numpy Arrays

® multi-threading; L s onge | 7.89)

Filter

® |ow level optimisations (parallelism and caching).
# enable multi-threading df = df. Range(2)
ROOT.EnablelmplicitMT() Define(my_px", “px[eta > 0’)

Computations are expressed in terms of actions and  df=rooTRDawFame(datasen
transformations chain, constituting a computational graph.

h1 = df.Histo1D(“my_px”, “w")
h2 = df.Histo1D(“px”, “W")

a N
The execution of such graph can be made also distributed,
exploiting backends such as Dask and Spark.
o S
. . 1" . Eg
Thanks to the "distributed” extension of ZE j o
: : < mages taken from:
RDF, available experimentally. §§'§ PyH?;P 2001
_ x oo j
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https://root.cern/doc/master/classROOT_1_1RDataFrame.html
https://indico.cern.ch/event/1019958/contributions/4419751/attachments/2275997/3866468/python_package_for_distributed_ROOT_RDataFrame.pdf
https://root.cern/blog/distributed-rdataframe/

Compact Muon Solenoid

Dask

@ . Submit tasks to
. Client
— be executed
" 7 i Scheduler & Scheduler sends
There are many parts to the “Dask” cluster: ; Workers are on Scheduler tasks to works
e Collections/API also known as “core-library”. ;  the same network forexecution
e Distributed — to create clusters | ( } \ i Dask
* |ntegrations and broader ecosystem § Cluster
Worker Worker Worker :

Workers compute tasks and store / serve computed results

AL R R E R R R TR

----------------------------------------------------------------------------
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The offloading strategy

Scheduling worker processes, spawning on multiple remote

sites dynamically and transparently: [
K8s API server
® Virtual Kubelet (open-source Kubernetes kubelet A
implementation that masquerades as a kubelet): registers v1.Pod pod status
as a virtual node and pulls work to run; V
- "It takes your pod and executes it wherever” [
® [nterLink + HTCondor Sidecar (Plugin): pods are e | i '; ';
translated into HTCondor jobs: T /‘\
J son: pifiol?i:d, Json: Json: [AM IdP
- Translating interlink create/status/delete calls VR poduid  Plog’  poduid  status
interacting with the proper HTCondor schedd via CLI V \l/ \l/

KUBERNETES CLUSTER

e POST /create call -> condor_submit

REMOTE MACHINE

o GET /status call -> condor_qg

o POST /delete call -> condor_rm

Voo ld s e s '-‘--o--’ ~..-.--.-o e s e ama

® [n future, this strategy can be also applied to other job [ lmerffn(’f];lugm J (lnteffﬁfﬁugm] [ Local, hic . j
scheduling systems (e.g. Slurm/HPC)
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https://virtual-kubelet.io/
https://github.com/interTwin-eu/interLink

DT local reconstruction efficiency

The DT efficiency to reconstruct a local track segment was defined and measured using a Tag & Probe method.
Events were selected to contain a pair of oppositely charged reconstructed muons.

Muon tracks were required to be well reconstructed in the tracker detector (= 6 hits in the strip detector and = 1 hit in the pixel detector) and to be well isolated

in 17 and ¢ from other tracks. Moreover the muon tracks were required to have a separation between each other AR = \/Anz + Ag? > 0.3.

e To ensure that they come from the same interaction vertex, their distance at the point of closest approach to the interaction point should be Az < 0.1 cm.

e Their invariant mass should be within 10 GeV of the Z, mass.

The track used as tag is also required to be well reconstructed in the muon detector, by satisfying the Tight-ID criteria described in JINST 13 (2018) PO6015.
Furthermore, it is required to have a transverse momentum p; > 27GeV and also to pass the High-Level Trigger selection of isolated muons with p; > 27GeV.

The inner component of track used as probe is propagated inside-out to each station of the DT detector and must have segments matched in = 2 muon stations

different from the one under study. It also must have p, > 20GeV.

A DT chamber crossed by a probe track is considered efficient if a reconstructed segment is found within 15 cm distance of the extrapolated track in the R-¢
plane.

The DT Segment Reconstruction Efficiency can be computed:
e within the full solid angle, in this case it also includes detector acceptance
e within fiducial regions i.e. discarding probes that cross a chamber within 15 cm of its edges.
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http://dx.doi.org/10.1088/1748-0221/13/06/P06015

