
The Latest Results of the MEG II Experiment
W. Ootani  ICEPP, University of Tokyo


on behalf of the MEG II Collaboration


ICHEP2024, Jul. 17-24, 2024, Prague




Wataru OOTANI  “The Latest Results of the MEG II Experiment”, ICHEP2024 Jul. 17-24, 2024, Prague

•Flavour conservation in SM is not protected by gauge symmetry 

•  should occur in SM with neutrino mass but highly 

suppressed with tiny neutrino mass (No SM background) 

•Many well-motivated new physics models predict a sizable rate of 

μ+ → e+γ

μ+ → e+γ

 ℬ(μ → eγ) ∼ 10−54 -ℬ(μ → eγ) ∼ 10−11 10−15
SM(＋neutrino osc.) New Physics

Why to Search for μ+ → e+γ

  search is already sensitive enough to strongly test new physics!μ+ → e+γ
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Physics
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How to Search for μ+ → e+γ 3

Signal 
•Two body decay 

•Coincident ( ) 

•Monochromatic energies ( ) 

•Back-to-back ( )
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MEG II Experiment@PSI 4
6

Figure 3 A schematic of the MEG II experiment

inside are replaced by new ones. Positron tracks are meas-

ured by a newly designed single-volume cylindrical drift

chamber (CDCH) able to sustain the required high rate. The

resolution for the e
+

momentum vector is improved with

more hits per track by the high density of drift cells (see

Sect. 4). The positron time is measured with improved ac-

curacy by a new pixelated timing counter (pTC) based on

scintillator tiles read out by SiPMs (see Sect. 5). The new

design of the spectrometer increases the signal acceptance

by more than a factor 2 due to the reduction of inactive ma-

terials between CDCH and pTC.

The photon energy, interaction point position and time

are measured by an upgraded LXe photon detector. The

energy and position resolutions are improved with a more

uniform collection of scintillation light achieved by re-

placing the PMTs on the photon entrance face with new

vacuum-ultraviolet (VUV) sensitive 12 � 12 mm
2

SiPMs

(see Sect. 6).

A novel device for an active background suppression

is newly introduced: the Radiative Decay Counter (RDC)

which employs plastic scintillators for timing and scintil-

lating crystals for energy measurement in order to identify

low-momentum e
+

associated to high-energy RMD photons

(see Sect. 7).

The trigger and data-acquisition system (TDAQ) is also

upgraded to meet the stringent requirements of an increased

number of read-out channels and to cope with the required

bandwidth by integrating the various functions of analogue

signal processing, biasing for SiPMs, high-speed waveform

digitisation, and trigger capability into one condensed unit

(see Sect. 8).

In rare decay searches the capability of improving the

experimental sensitivity depends on the use of intense beams

and high performance detectors, accurately calibrated and

monitored. This is the only way to ensure that the beam char-

acteristics and the detector performances are reached and

maintained over the experiment lifetime. To that purpose

several complementary approaches have been developed

with some of the methods requiring dedicated beams and/or

auxiliary detectors. Many of them have been introduced and

commissioned in MEG and will be inherited by MEG II with

some modifications to match the upgrade. In addition new

methods are introduced to meet the increased complexity of

the new experiment.

Finally, the sensitivity of MEG II with a running time of

three years is estimated in Sect. 9.

PSI proton cycrotron (2.3ｍA, 1.4MW) 
World’s most intense DC muon beam 

LXe photon detector

Cylindrical driZ chamber

Pixelated Jming counterRadiaJve decay counter

•LXe 900L (~2.7ton) 

•Highly granular 

scintillation readout 

with SiPM(×4092) + 

PMT(×668)

•New in MEG II 

•BG-γ suppression by 

identifying associated 

low mom. positron

•Ultra-low-mass with single gas-volume 

•Drift cells with stereo wires

•×512 fast plastic scintillator plates 

•40ps time resolution averaged over 

multiple hits 

•~9000ch waveform readout

Target BR sensiJvity:   
(  beFer than MEG)
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Up	to	16	WaveDREAMs	fit	in	a	custom	designed	3U	crate	(256	channels)	with	hardware	compensated	
Clock	distribu5on	and	shared	LVDS	Trigger	signal.	

Crate	management	board	with	MIDAS	Slow	Control	Bus	node	and	SPI	interface	to	boards.

Trigger	combina+on	by	means	of	Kintex	7	Trigger	Concentrator	FPGA	Board	(TCB)		using	low	latency	
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Euro. Phys. J. C(2024)84:190

https://doi.org/10.1140/epjc/s10052-024-12415-3
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5Physics Data Acquired So Far
Physics runs for three years 

2021: First physics run where the detector operating conditions were optimised  

             → Recently published (Euro. Phys. J. C(2024)84:216) 

2022: Stable DAQ with optimal detector conditions 

2023: Longest physics run
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6 Analysis Strategyμ+ → e+γ
•Observables to characterise  signal 

  

•Blinding signal region 

•Blind box:  

•BG study at sidebands 

•Accidental BG at time sidebands 

•RMD at energy sidebands 

•Maximum likelihood analysis to estimate  

•Likelihood fit to analysis window: 

  

 

•Two independent analyses 

•Per-event PDFs with two angular observables  (← reference) 

•Constant PDFs with single angular observable  (← crosschecking)

μ+ → e+γ
teγ, Eγ, Ee, θeγ, ϕeγ

48 < Eγ < 58 MeV, | teγ | < 1 ns

Nsig

48 < Eγ < 58 MeV,52.2 < Ee < 53.5 MeV

| teγ | < 0.5 ns, |ϕeγ | < 40 mrad, |θeγ | < 40 mrad

θeγ, ϕeγ

Θeγ

Time 
Sideband

Time 
Sideband

Energy 
Sideband

Blinding 
box

5

5 Analysis281

5.1 Overview282

The data analysed in this work were collected in the283

year 2021 during the first, seven-week-long physics run of284

MEG II, with a total DAQ livetime of 2.9 � 106 s. The285

data-taking was performed at four di�erent beam intensit-286

ies (Rµ = 2 � 107, 3 � 107, 4 � 107, 5 � 107 s�1) in five287

di�erent periods of time (in two of them, the beam intens-288

ity was Rµ = 3 � 107 s�1) to study the beam rate depend-289

ence of the detector performance. A total of 1.04 � 1014 µ+290

were stopped on the target. The fractions of the integrated291

µ+ on target for the above intensities are (0.13, 0.41, 0.20,292

0.26), respectively. The µ+ � e+� trigger rates went from293

�4 Hz to �20 Hz. The size of the µ+ � e+� trigger sample294

was �2 � 107.295

As in the MEG experiment [3], an unbinned maximum296

likelihood technique is applied in the analysis region defined297

by 48 MeV < E� < 58 MeV, 52.2 MeV < Ee+ < 53.5 MeV,298

|te+�| < 0.5 ns, |�e+�| < 40 mrad and |�e+�| < 40 mrad.299

This approach is adopted for a blind analysis: the events300

in a “blinding box” defined as 48.0 < E� < 58.0 MeV and301

|te+�| < 1 ns, which includes the analysis region, are initially302

hidden; only once the probability density functions (PDFs)303

of observables used to discriminate signal from background304

are ready to build a likelihood function L(Nsig), the hidden305

data are released and used to extract a confidence interval306

for the expected number of signal events, Nsig.307

All necessary studies on the background, including the308

construction of the PDFs, are done in side-bands outside the309

analysis region. The regions defined by 1 ns < |te+�| < 3 ns310

are called “time side-bands”, and are used to study the ACC311

background. The region defined by 45 MeV < E� < 48 MeV312

is called “E� side-band”. It includes RMD events peaking at313

te+� = 0, and is used to extract the te+� PDF for both RMD314

and signal events.315

5.2 Confidence interval316

The construction of the confidence interval for the number317

of signal Nsig events is based on the Feldman–Cousins pre-318

scription [18], with the profile likelihood ratio ordering [19].319

The profile likelihood ratio �p is defined as320

�p(Nsig) =

��������
�������

L(Nsig,
ˆ̂✓(Nsig))

L(0,
ˆ̂✓(0))

if N̂sig < 0

L(Nsig,
ˆ̂✓(Nsig))

L(N̂sig,✓̂)
if N̂sig � 0 ,

where ✓ is a vector of nuisance parameters; N̂sig and ✓̂ are the321

values of Nsig and ✓ that maximise the likelihood; ˆ̂✓(Nsig) is322

the value of ✓ which maximises the likelihood for the spe-323

cified Nsig.324

The systematic uncertainties on the PDFs and the norm-325

alisation factor described in the next section are incorpor-326

ated with two methods: either profiling them as nuisance327

parameters in the likelihood function or randomly fluctuat-328

ing the PDFs according to the uncertainties. The profiling329

method is generally known to be more robust than the ran-330

dom fluctuation method, but it requires CPU-intensive cal-331

culations. It is, therefore, employed only for the uncertainty332

with the largest contribution, which is the detector misalign-333

ment, while the others are included by the random fluctu-334

ation method.335

5.3 Likelihood function336

The likelihood function is obtained by combining the PDFs337

for the observables discriminating between signal and back-338

ground. Besides Ee+ , E�, te+�, �e+� and �e+�, for events with339

RDC signals we also exploit the RDC observables (te+,RDC�340

t�,LXe, Ee+,RDC). Moreover, the te+� resolution has a relevant341

dependence on the number of hits in the pTC cluster, npTC.342

In order to take this into account, and considering that npTC343

has significantly di�erent distributions in signal and back-344

ground, this quantity is also included in the list of observ-345

ables.346

The extended likelihood function is hence defined as

L(Nsig,NRMD,NACC, xT) =

e�(Nsig+NRMD+NACC)

Nobs!
C(NRMD,NACC, xT)�

Nobs�

i=1

�
NsigS (�xi) + NRMDR(�xi) + NACCA(�xi)

�
,

where �xi = (Ee+ , E�, te+�, �e+�, �e+�, tRDC � tLXe, ERDC, npTC)347

is the set of the observables for the i-th event; S , R and A348

are the PDFs for the signal, RMD and ACC background,349

respectively; Nsig, NRMD and NACC are the expected numbers350

of signal, RMD and ACC background events in the analysis351

region; xT is a parameter representing the misalignment of352

the muon stopping target; Nobs is the total number of events353

observed in the analysis region.354

In the extraction of the confidence interval for Nsig,355

the nuisance parameters are ✓ = (NRMD,NACC, xT), with a356

constraint C applied to their values: NRMD and NACC are357

Gaussian-constrained by the numbers evaluated in the side-358

bands and their uncertainties; xT is Gaussian-constrained359

with its uncertainty.360

Two independent likelihood analyses are performed for361

cross-checking the results with two di�erent types of PDFs:362

“per-event PDFs” and “constant PDFs”.363
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7Detector Performance Highlight
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Figure 6: Background �� spectra with (red) and without (black) pileup analysis at �� =
5 � 107 s�1 in log scale (top) and linear scale (bottom). The blue solid curve in the top panel is
the best fit to the spectrum with pileup analysis, resulting from the sum of the spectrum obtained
in a dedicated MC simulation (green dashed) and the measured cosmic ray spectrum (magenta
dashed). The expected spectrum for the signal �-rays, arbitrarily normalised to 10 000 events
in �� � [48 MeV, 58 MeV], is also superimposed (grey shaded).

8

BG  spectra  
( )

Eγ
5 × 107 μ/s

Pileup analysis

Photon energy

•High-granularity and uniform readout by MPPCs 

•Energy resolution: 2.0%/1.8% for (conv. depth: <2cm/>2cm) 

•Pielup BG reduction by 35% at 48-58MeV ( )5 × 107 μ/s

190 Page 30 of 44 Eur. Phys. J. C (2024) 84 :190

Fig. 40 Position dependence of the reconstructed 55 MeV γ-rays from
π0 → γγ decays. The red points are the peak energy in slices projected
along uγ, vγ, or wγ

6.6.3 Energy scale

The scale factor S is determined from the peak of the Nsum
distribution for the 55 MeV γ-rays and the energy scale of the
background γ-rays. The uncertainty for the Eγ energy scale
in 2021 is 0.4%, Table 3 reports the breakdown in separate
contributions.

6.6.4 Energy resolution

The energy response was investigated with the quasi-
monochromatic 55 MeV γ-rays. Figure 41 shows the energy
response in a central part of the detector in different w

regions. Asymmetric spectra were observed mainly at w <

2 cm; the low-energy tail originates from γ-rays interacting
in front of the detector fiducial volume and shower leaks
from the incident face. The energy resolution is evaluated by

Table 3 Breakdown of the energy scale uncertainty in 2021

Element Uncertainty (%)

Temporal evolution 0.3
Position dependence 0.2
Non-linearity between 55 MeV and 52.83 MeV 0.1
Total 0.4

Fig. 41 Energy response to 55 MeV γ-rays hitting a central area of the
detector (u ∈ [−10 cm, 10 cm] ∧ v ∈ [−30 cm,−10 cm]) in different
w ranges. The fitting function of Eq. (23) is shown in red

fitting the following function to the data:

f (x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A exp

[

−
(
x−µEγ

)2

2σ 2
Eγ

]

(if x > µEγ + τ ),

A exp

[
τ
(
τ/2−x+µEγ

)

σ 2
Eγ

]

(if x ≤ µEγ + τ ),

(23)

where A, µEγ , σEγ , and τ are the constant, mean, sigma, and
transition parameters in Fig. 41, respectively. The relative
energy resolution is equal to σEγ/µEγ = 2.0% (1.8%) for
w < 2 cm (w > 2 cm).

The expected relative energy resolution for MEG II was
estimated to be 1.0−1.7% based on the difference between
the measured and simulated values in MEG [3] as the rea-
son for the difference was not fully understood. The obtained
resolution of 1.8% for w > 2 cm corresponds to the worst
case where the difference is completely preserved. The rea-
son for this is not entirely clear, but one of the possible causes
is the optical properties of LXe, as discussed in [3], as the
difference was observed in both MEG and MEG II experi-
ments. The hypothesis that the cause of this difference is due
to the PMT behaviour is ruled out since it remains despite the
change from PMTs to MPPCs on the front face in MEG II.

123

Energy resolu=on

•Overall resolution:  

  (↔ ＠MEG)

84 ps
122 ps

Significant improvements over MEG

RelaJve Jming

1.5− 1− 0.5− 0 0.5 1 1.5
 [ns]γet 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6 a
.u

.

 < 48 MeVγE45 < 

MEG II 2021

MEG 2009-2013



Wataru OOTANI  “The Latest Results of the MEG II Experiment”, ICHEP2024 Jul. 17-24, 2024, Prague

8Detector Performance Summary
�.�. Previous MEG II upgrade works 9

Table 1.1: Resolutions and e�ciencies achieved in the previous experiment and those achieved with
this work.

Resoluition MEG performance MEG II achieved value
with this work

Ee (keV) 380 90
�e (mrad) 9.4 7.2
�e (mrad) 8.7 4.1
ze/ye (mm) core 2.4/1.2 2.0/0.7
E�(%) (w<2 cm)/(w>2 cm) 2.4/1.7 2.0/1.8
u�, v�, w� (mm) 5/5/6 2.5/2.5/5
te� (ps) 122 84

E�ciency (%)
Trigger � 99 � 80
Gamma-ray 63 62
Positron 30 67

(TOF) measurement by the drift chamber. The position, timing, and energy of the gamma-rays were
measured by the liquid Xenon scintillation detector (LXe). The performance achieved in the MEG
experiment is summarized in Tab.1.1.

As can be seen in Fig.1.7, the sensitivity improves rapidly at the beginning of an experiment
with the speed being proportional to the DAQ time. However, once a large statistics is accumulated
and the background becomes non-negligible, the improvement slows down and behaves as the
square root of the DAQ time. At this stage, an experiment becomes less e�cient in sensitivity gain
than at the beginning. In fact, the sensitivity improvement was limited between “MEG 2013” and
“MEG Final” in Fig.1.7. Therefore, it was preferable to design an experiment with a smaller number
of backgrounds rather than continuous data taking.

The background suppression can be achieved by improving the detector resolution as discussed
in Sec.1.2. Ref.[34, 37] proposed an upgraded experiment with twice better resolution on average,
resulting in a background reduction by a factor of� 30. The MEG experiment also su�ered from the
limited e�ciency (30%) in the positron reconstruction, whose improvement is another key concept
of the upgrade. According to simulation studies and experiences in [1], these improvements can
achieve an order of magnitude higher sensitivity. This improvement would never be feasible with
the continuous data taking of the MEG, which would take > 100 years to achieve this sensitivity
improvement.

1.4 Previous MEG II upgrade works
The MEG II experiment was first proposed in 2013 to realize the sensitivity improvement [37], and
the concept of the upgrade is listed below.

• The positron tracking detector is updated to the cylindrical drift chamber (CDCH),
• The positron timing detector is updated to the pixelated timing counter (pTC),
• The scintillation photon sensors for the liquid xenon detector (LXe) are replaced with novel

SiPMs on the inner face,

to be improved from 2022 onward (>90%)

320

Significant improvements over MEG
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9Normalisation

•Normalisation factor   

= # effectively measured muons (=1/SES) 

•Two independent methods 

•Counting Michel positrons 

•Pre-scaled Michel positron trigger 

•Include positron efficiency and beam rate instability 

•Counting RMD events 

•RMD events in energy sideband 

•Combined normalisation factor  

    

k

(2 . 64 ± 0 . 12) × 1012

ℬ(μ+ → e+γ) =
Nsig

k

Systematics

•Major sources for systematics 
•Detector alignment 

•  scale 

•Normalisation 

•Effect on sensitivity ~4% 
•Better controlled than MEG (~13%)

Eγ

Chapter 7

Result and Discussion

7.1 Sensitivity

The sensitivity is defined as the median of 90% upper limits for toy MCs produced with Nsig = 0.
The 90% upper limit distribution of the toy MC samples is shown in Fig.7.1. The median value of
the limit is B(µ � e�) < 8.4 � 10�13 (Nsig < 2.21) without the systematics and B(µ � e�) <
8.8 � 10�13 (Nsig < 2.31) with all the systematics. The 3-sigma discovery power is achieved
when Nsig > 6.5 or B(µ � e�) > 2.4 � 10�12, which is defined as the value that gives > 90%
of experiments p-value < 0.001 for the Nsig = 0 hypothesis. The breakdown of systematics
uncertainties, which account for � 4% sensitivity degradation, is shown in Tab.7.1.

7.1.1 Sensitivity cross-check in timing sideband data fitting

The timing sideband regions were divided into four sub-ranges; (�3 ns, �2 ns), (�2 ns, �1 ns),
(1 ns, 2 ns), and (2 ns, 3 ns). The corresponding upper limits on these four sidebands are overlaid
in Fig.7.1. In the fourth sideband, which set an interval of 0.41 < Nsig < 6.95, the best-fit value
is Nsig = 2.65 and the p-value for the Nsig = 0 hypothesis is 4.4%. It is understood just to be
an upward fluctuation of accidental background events. The top 10 highly ranked events, with the
order defined by Rsig in Eq.(6.26), are shown in Tab.7.2. The best-fit value of Nsig = 2.65 in the
fourth sideband can be understood to be from the top three events therein.

Table 7.1: Breakdown of impact of systematic uncertainties on limits

Parameter Impact on sensitivity

�e� uncertainty 1.1%
E� uncertainty 0.9%
�e� uncertainty 0.7%
Normalization uncertainty 0.6%
te� uncertainty 0.1%
Ee uncertainty 0.1%
RDC uncertainty < 0.1%

137
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10Sensitivity

•Sensitivity  

•Median of the 90% UL distribution for pseudo experiments with null-signal hypothesis 

•ULs observed in the four fictitious analysis windows in the timing sidebands are consistent with the sensitivity

𝒮90 = 8 . 8 × 10−13

Comparable sensitivity w.r.t. MEG ( ) only with the first several weeks data5.3 × 10−13

138 Chapter �. Result and Discussion
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12-10×

)γ eÆµ90% upper limit on Br(
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40
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80

100

Figure 7.1: Distribution of 90% upper limit in toy MCs including systematic uncertainties. The
median value is 8.8� 10�13. The four arrows indicate the upper limits in the sideband data fitting.

Table 7.2: List of highly ranked events in the timing sideband

Rank Run Event te� Ee E� �e� �e� tRDC ERDC

[ns] [MeV] [MeV] [mrad] [mrad] [ns] [MeV]
1 404797 1970 2.374 52.789 52.407 18.372 -11.755 10 -1
2 402358 1389 2.491 52.779 49.240 3.942 8.631 10 -1
3 398657 329 2.593 52.697 51.048 -5.082 3.582 10 -1
4 406340 1678 -1.629 52.469 52.305 4.106 -5.679 -2.786 19.017
5 402700 2001 -2.656 52.706 52.154 -11.193 -3.821 10 -1
6 404598 1129 -1.327 52.821 51.237 -19.580 16.961 10 -1
7 393087 1188 1.318 52.971 50.940 -18.616 8.304 10 -1
8 403861 912 -2.525 52.776 48.117 19.285 -2.190 10 -1
9 391657 739 -1.643 52.906 49.266 -0.745 -18.509 10 -1
10 405095 848 1.519 52.792 49.998 -22.754 15.431 10 -1

ℬ(μ+ → e+γ)
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11Event Distribution after Unblinding
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Figure 2 Distribution of the 90 % C.L. upper limits computed for
an ensemble of pseudo-experiments with a null-signal hypothesis. The
sensitivity is calculated as the median of the distribution to be S90 =
8.8 � 10�13. The sensitivity is indicated by a red dashed line while the
upper limit observed in the analysis region with a solid arrow.

from a combination of muon decay point reconstruction and460

a photogrammetric method exploiting the cameras installed461

inside the magnet bore. The �-ray energy scale is calibrated462

with a combined analysis of CEX, CW, cosmic ray and side-463

band spectra. The worsening of the sensitivity due to the in-464

clusion of systematic uncertainties is (5.0 ± 3.7) %.465

5.5.2 Event distributions and likelihood fit in the analysis466

region467

A total of 66 events were observed in the analysis region.468

The event distributions in the (Ee+ , E�) and (cos�e+�, te+�)469

planes are shown in Fig. 3, where even tighter selection470

requirements are applied to the discriminating variables to471

have a closer look around the signal region. The contours of472

the averaged signal PDFs are also shown for reference. No473

excess of events is observed in the region where the signal474

PDFs are peaking.475

Figure 4 shows the projected data distribution for each of
the observables (Ee+ , E�, te+�, �e+�, �e+�), for all events in the
analysis region, with the best-fitted PDFs. All data distribu-
tions are well-fitted by their background PDFs. Figure 4 (f)
shows the data distribution of the relative signal likelihood
Rsig, defined as

Rsig = log10

�
S (xi)

fRMDR(xi) + fACCA(xi)

�
,

where fRMD and fACC are the expected fractions of the RMD476

and ACC background events, which are estimated to be 0.02477

and 0.98 in the side-bands, respectively. The data distribu-478

tion for Rsig also shows a good agreement with the distribu-479

tion expected from the likelihood fit result. The five highest-480
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Figure 3 Event distributions on the (Ee+ , E�)- and (cos�e+�, te+�)-
planes. Selections of cos�e+� < �0.9995 and |te+�| < 0.2 ns, which
have 97 % signal e�ciency for each observable, are applied for the
(Ee+ , E�)-plane, while selections of 49.0 < E� < 55.0 MeV and
52.5 < Ee+ < 53.2 MeV, which have signal e�ciencies of 93 % and
97 %, respectively, are applied for the (cos�e+�, te+�)-plane. The signal
PDF contours (1�, 1.64� and 2�) are also shown. The five highest-
ranked events in terms of Rsig are indicated in the event distributions,
if they satisfies the selection.
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tributions shown in Fig. 3.482

Figure 5 shows the observed profile likelihood ratio as483

a function of the branching ratio. The computation of the484

confidence interval with the Feldman–Cousins prescription,485

which is performed with the profile likelihood ratios for486
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No excess of events over expected BG around signal region
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12Likelihood Fit
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Figure 4 The projections of the best-fitted PDFs to the five main observables and Rsig, together with the data distributions (black dots). The green
dash and red dot-dash lines are individual components of the fitted PDFs of ACC and RMD, respectively. The blue solid line is the sum of the
best-fitted PDFs. The cyan hatched histograms show the signal PDFs corresponding to four times magnified Nsig upper limit.

positive Nsig only, is not a�ected by the behaviour of the487

curve at negative, nonphysical branching ratios. Nonethe-488

less, for completeness, we also compute the likelihood ra-489

tio in the negative side, although we have to set the bound490

Nsig > �0.004 (B > �1.5 � 10�15) (not distinguishable from491

zero in the figure) to ensure that the total PDF is always492

positive-valued all over the analysis region. The best estim-493

ate and the 90 % C.L. upper limit of the branching ratio are494

estimated to be Bfit = �1.1 � 10�16 and B90 = 7.5 � 10�13,495

respectively. The obtained upper limit is consistent with the496

sensitivity calculated from the pseudo-experiments with a497

null-signal hypothesis (Fig. 2).498

The limit includes the systematic uncertainties, the im-499

pact of which is an increase by 1.5 %, consistent within500

statistical uncertainties with what is expected from pseudo-501

experiments.502

5.5.3 Consistency checks503

With the maximum likelihood analysis using the constant504

PDF approach, the 90 % C.L. upper limit of the branching505

ratio, including systematic uncertainties, is B90 = 1.31 �506

10�12. The consistency between the results of the two507
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Figure 5 The negative log likelihood-ratio (�p) as a function of the
branching ratio. The three curves correspond to the MEG II 2021 data,
the MEG full dataset [3] and the combined result.

analyses is checked on a common ensemble of pseudo-508

experiments generated with a null-signal hypothesis. The509

comparison of the 90 % C.L. upper limits obtained by the510

Projection of fit results

teγ Ee Eγ

θeγ ϕeγ Rsig

Relative signal likelihood  

 Rsig = log10 ( S
0.02R + 0.98A )

 UL × 4Nsig

Accidental
RMD

Best fit Nsig = − 2.9 × 10−4 (ℬ = − 1.1 × 10−16)
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13Confidence Interval
• Feldman-Cousins prescription with profile likelihood ratio ordering

Branching ratio upper limit (MEG II):  (90% C.L.)ℬ(μ+ → e+γ) < 7 . 5 × 10−13

MEG+MEG II combined:  (90% C.L.)ℬ(μ+ → e+γ) < 3 . 1 × 10−13 (sensitivity: )4.3 × 10−13

(sensitivity: )8.8 × 10−13

138 Chapter �. Result and Discussion
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Figure 7.5: The Rsig value and the date of the observed 66 events in the analysis region. The filled
red circles are the highest-ranked 10 events and the black open circles are the other 56 events. The
number of observed events before October 15th (between October 15th – October 28th) is small
because of the ine�ciency in the DAQ as shown in Fig.3.5 (because of the small beam intensity as
presented in Tab.3.1).
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Figure 7.6: The negative log-likelihood ratio for the MEG I final data (magenta dashed line),
MEG II 2021 data (blue dash-dotted line), and their combination (black solid line) as a function
of B(µ � e�). The o�set of the log-likelihood value is defined so that � log � = 0 at the best-fit
value with the Nsig = 0 constraint.

Profile likelihood ratio

ℬ(μ+ → e+γ)

New comparison on common toys 2)

10/04/2024 Fabrizio Cei 6

OLD NEW

Black star: blinding box 
Blue dots: sidebands

 «Banana» shape no more present
 Low UL tail disappeared

Pseudo experiments
Time side-bands
Analysis window

Constant PDF vs. Per-event PDF
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14Summary and Prospects

2022

2023

ℬ
(μ

+
→

e+ γ)• MEG II in search for  has been producing physics 
data since 2021 

• Results from the first physics run in 2021 
•No excess over BG-only hypothesis 

•Upper limit: : (90% C.L.) 

•Combined with MEG: : (90% C.L.) 

•Comparable sensitivity w.r.t. MEG only with the data for the first 

several weeks, well demonstrating MEG II capability 

•  more data already acquired until run 2023 
•Results with data 2022 well beyond MEG sensitivity are coming 

• Physics run will continue until PSI accelerator shutdown from 

2027 to reach the sensitivity goal of  (  MEG), 
hopefully with discovery

μ+ → e+γ

ℬ(μ+ → e+γ) < 7 . 5 × 10−13

ℬ(μ+ → e+γ) < 3 . 1 × 10−13

× 10

6 × 10−14 × 10
See also talk by A. Papa “The X17 search with the MEG II apparatus”

https://indi.to/QCvr7
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