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f Lagrangians are Particle Physicists’ Language, can LLMs learn it? YES!

In Language :
* Transformers + seqg-to-seq : Works! Large:
How? | ¢ Lagrangian Sampling : Important! | LLM = Lagrangian Mary Had A
° I\/\a:h TOk@ﬂiZ@UOW : Importaﬂt! [\/\Odet P(Had | Mary)  P(A|MaryHad) P(Little |[MaryHad A)  P(Lamb | Mary Had A Little)

In Lagrangians:

/
* Auto Lagrangian Completion D CDT DU CD + m CDTCD

—oumcaboma Model | . Model Extraction from Literature (MDD D DVD)  PAD'DDID | D, D DF D + mPdicd)

Wh ? "or Particle neory * Symbolic Manipulation
y Jﬂdergtaﬂd'ﬂg * Direct Theory Inference from Data Model Task :

* ... CD

0) - ...+ ADOTOPTD" + ...

(3,3,1) ' (1,2,1/6)

Dataset
What and How to teach Al Particle Theory
BERT GPT BART ! . ata <
B D ABCDE B D ABCDE agrang@ns dtd SIz€
1 ) t + 11 \ 1 t + e w With Fermions 23K
Bidirectional Autoregressive Bidirectional gressi With Scalars 14 K
Encoder Decoder Encoder —
- \ > - > otal 3/ K
Tttt Tt rt1 1t Tttt
A_C_E <s>ABCD A_C_E <s>ABCD
Noise Transformation Quality over Quantity!
Baseline Enriched
DE.ABC. C.DE.AB % with trilinear -~ 2% -~ 9 %
Token Masking Sentence Permutation ~ Document Rotation % with singlets  :~1% —~5%

%

Important-Feature-Based Sampling .
Approach is Needed! Lagrangian

A CE JICISTIIRCN A D _E_

Token Deletion Text Infilling

TRY IT OUT YOURSELF!

Number of Parameters: 110 M
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Total Error = Field Error + Contraction Error |Npredicted _ N TTuth |

Cumulative Distribution of Error Total Error vs Sequence Length

100 1 P = 140

120
95 -
100

80

B
o

w
Ul

w
o

N
o
Number of Lagrangians (log scale)

N
U

90 -

Total Error

60

=
U

35 | [ Dista Zm (LMALY)

- Total number of Errors
Field Error (Distance) 20

40

Percentage of Total Dataset (%)
=
o

_ Ask an Al to write
0 20 40 Tot(:igl Erroer;'o 100 120 0 1000 Szeoéogenc?éo'ﬁgngtz;‘ooo 5000 | a La g ra n g ia n OF yO U r Ch OOSi n g !

—
&)

80 = Contraction Error (Nsymmetry)
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