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Gauge-Higgs Unification Models (GHU)

► Randall-Sundrum metric (5D).

► The symmetry breaking pattern is different than in 
the SM and features the Hosotani mechanism:

∘ Masses are generated dynamically from the 
extra-dimension properties.

► Only one parameter, Hosotani’s angle θH , 
determines the projection of the 5D fields, fixing 
all physical effects:

∘ KK resonances of the Z/γ with mkk ~ 10-25 TeV.

∘ Modifications and new EW couplings/helicity 
amplitudes.

∘ Already visible effects at 250GeV.

As Benchmark, we will use the [Funatsu, Hatanaka, 
Hosotani, Orikasa, Yamatsu] models.

GHU model B1
- 

Gauge-Higgs Unification
• 5D metric 

• Introducing the Hosotani symmetry breaking 
mechanism 

• Models have only one parameter: 

• Hosotani angle : projection of 5D fields 

• Prediction: 

• Kaluza-Klein Resonances   bosons  TeV 

• Modifications of electroweak couplings 

• Deviations visible at 250 GeV CME 

• Benchmark scenario: 

• Funatsu, Hatanaka, Hosotani, Orikasa, Yamatsu GHU 
models

θH

→ Z′ mZ′ 
> 7
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Studied Models

• A-Models: 1705.05282
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Gauge-Higgs Unification Models (GHU)

► A models: (arxiv:1705.05282)

► B models: (arxiv:2309.01132)  (arxiv:2301.07833)

Resonances of O(10) TeV: Only indirect measurements are possible!

This talk: Phenomenology at ILC H20-staged program.
● Runs at 250, 500, 1000 GeV.
● Polarized e- and e+ beams.
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Gauge-Higgs Unification Models (GHU)

► A models: (arxiv:1705.05282)

► B models: (arxiv:2309.01132)  (arxiv:2301.07833)

Resonances of O(10) TeV: Only indirect measurements are possible!

This talk: Phenomenology at ILC H20-staged program.
● Runs at 250, 500, 1000 GeV.
● Polarized e- and e+ beams.

• B-Models: 2309.01132, 2301.07833

https://arxiv.org/pdf/1705.05282.pdf
https://arxiv.org/abs/2309.01132
https://arxiv.org/abs/2301.07833
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Linear lepton colliders

Linear energy-frontier machines:

ILC                   → TDR 2013; 

CLIC            → CDR 2012 

Wakefield e+e-       → R&D

Circular energy-frontier machines:

CEPC               → pre-CDR 

TLEP/FCC-ee  → First feasibility studies

Muon Collider   → 

FCC-hh             → magnet R&D + physics studies

Shovel-ready Super Conducting RF at 30 MV/m

Programme: 550 GeV, 350 GeV, 250 GeV, LumiUp, 1 TeV

Political decision from Japan + US + Europe in next years

Experimental Setup

• Assuming H20-staged program 

• International Linear Detector (ILD) 

• Optimised for Particle Flow 

• Precise tracking, vertexing, and PID

4Andrej Saibel
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where �
F/B is the e

�
e
+ ! qq̄ cross-section in the for-

ward (F) and backward (B) hemisphere as defined by
the polar angle of the quark ✓q in the nominal center-of-
mass reference frame and with respect to the electron
beam direction. For each of the models described above,
AFB has been calculated at leading order for b and c-
quark production in several e�e+ scenarios at various
center-of-mass energies and beam polarizations. We use
the (Pe� , Pe+) notation for beam polarization, in which
the first term is for the electron and the second for the
positron beam, a negative sign signifies a left-handed
polarization, and 0 corresponds to un-polarized and ±1
to fully polarized beams.

The deviations from the SM value of AFB induced
by the different models are shown in Fig. 1 at 250, 500,
and 1000 GeV, with and without ILC-like beam polar-
ization. The expected differences increase with energy
and show large variations depending on the model and
the beam polarization. At 250 GeV, the largest devia-
tions occur in b-quark pair production with (+0.8,�0.3)

beam polarization, with the highest values for the A

models. At 500 GeV, c-quark pair production also shows
large deviations in (+0.8,�0.3) for the A models and in
(�0.8,+0.3) for the B models. At 1 TeV, most models
show sizeable deviations for at least one of the discussed
channels.

3 Experimental framework

3.1 The International Linear Collider and the
International Large Detector

The International Linear Collider (ILC) is a linear electron-
positron collider that will produce collisions at several
energies, and feature a high degree of longitudinal po-
larization for both beams. This article focuses on col-
lisions at center-of-mass energies of 250 GeV and 500
GeV (ILC250 and ILC500) in the baseline running sce-
nario, so-called H20-staged [34]. The H20-staged sce-
nario assumes different integrated luminosities split be-
tween left-handed and/or right-handed electron and positron
beams. In addition, we also briefly discuss other scenar-
ios such as operation at the Z-pole (ILCGigaZ) and 1
TeV (ILC1000). This information is summarized in the
Tab. 1.

The International Large Detector (ILD) is one of
the detectors proposed for collecting and exploiting the
ILC data. The ILD design is optimized for the recon-
struction of final state particles using Particle Flow
techniques [35, 36]. ILD consists of inner vertexing and
tracking systems and high granularity calorimeters within
a 3.5 T solenoid, followed by an instrumented flux re-
turn used to identify muons. A detailed description of

Table 1 Considered integrated luminosities,
R
L, and beam po-

larization degree scenarios considered in this work. The sec-
ond row gives the degree of beam polarization for electrons and
positrons. The third row shows the split of the total integrated lu-
minosities when operating with opposite sign polarization (OSP)
or same sign polarization (SSP) beams.

ILCGigaZ ILC250 ILC500 ILC1000
R
L [fb�1] 100 2000 4000 8000

(|Pe� |, |Pe+ |) (0.8,0.3) (0.8,0.3) (0.8,0.3) (0.8,0.2)

OSP|SSP [%] 40|10 45|5 40|10 40|10

the different subsystems and the proposed technological
solutions can be found in Refs. [10, 11]. The tracking
systems in the current ILD design are briefly discussed
due to their crucial role in the studies presented in this
paper.

The vertexing and tracking systems are based on
silicon sensors and a time projection chamber (TPC).
The vertex detector (VTX) is the closest to the beam
pipe, spanning radii from 16 to 60 mm. Its design is
optimized to provide a single hit resolution of 3 µm.
The ILC bunch train structure allows for power-pulsed
operation, reducing power consumption and cooling re-
quirements by one to two orders of magnitude. Low-
mass passive cooling technologies can therefore be used,
resulting in a material budget of around 0.15% of a ra-
diation length per layer, thereby minimizing multiple
scattering.

Silicon tracking systems follow the VTX detector:
the silicon internal tracker (SIT) covers the central re-
gion, and the forward tracking detector (FTD) extends
the coverage to lower angles closer to the beam axis.
The SIT also features a barrel geometry and covers the
region between 16 and 164 degrees with respect to the
beam axis. The FTD comprises disks perpendicular to
the beam axis and is designed to cover the low-angle re-
gion down to 4.8 degrees, complementing the SIT cov-
erage between 16 and 32 degrees. The TPC is a large
volume time projection chamber allowing continuous
3D tracking and charged particle identification based
on the specific energy loss dE/dx. It has a length of 4
m and spans radii from 329 mm to 1808 mm, providing
up to 220 track measurements with a position resolu-
tion in the r � � plane of around 100 µm and a dE/dx

resolution of approximately 4.5% with pad-based read-
out. An alternative approach read out by 55 µm pix-
els has the potential for improved performance. Sim-
ulations extrapolating beam test results show that an
improved relative resolution of ⇠ 3-4% will be feasible
using cluster counting techniques (dN/dx) instead of
the traditional dE/dx approach [37].

ILD
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Figure 11: Efficiency of the preselection for the different quark flavours, epres , vs the angular distribution
of the two jet system.

the xy-plane of the ILD coordinate system that crosses the origin of the ILD coordinate system. The ratio
f1 is the number of hemispheres in which a quark q has been tagged divided by the number of available
hemispheres, i.e. two per event. The ratio f2 is the fraction of events in which both hemispheres have
been tagged. More precisely f1 and f2 are defined as:

f1q(|cosq |) =
Nq(|cosq |)�Nbkg.

q (|cosq |)
2⇥ (N0(|cosq |)�Nbkg.

0 (|cosq |))

f2q(cosq) =
N2q(|cosq |)�Nbkg.

2q (|cosq |)

N0(|cosq |)�Nbkg.
0 (|cosq |)

(14)

which is equivalent to

f1q(|cosq |) =
eq(|cosq |)Rq(|cosq |)+ ẽq0(|cosq |)Rq0(|cosq |)+ ẽq

uds(|cosq |)(1�Rq(|cosq |)�Rq0(|cosq |))
f2q(cosq) =

e2
q (|cosq |)(1+rq(|cosq |))Rq(|cosq |)+ ẽ2

q0(|cosq |)Rq0(|cosq |)+(ẽq
uds)

2(|cosq |)(1�Rq(|cosq |)�Rq0(|cosq |))
(15)

with q, q0 = b, c or c, b, respectively. The variables N0 and Nbkg.
0 are the total number of pre-selected

di-jet events (see Section 5) and the estimated number of background events after the pre-selection,
respectively. Additionally, Nq and Nbkg.

q are the number of jets from signal and background that are
tagged as quark flavour q. The tagging efficiency is given by eq and the mis-tagging probabilities as ẽq0
and ẽq

uds. Furthermore, N2q and Nbkg.
2q are signal and background events featuring a double tag for quark

flavour q. The double-tag efficiency is given by the product e2
q · (1+rq). The factor (1+rq) is known

in the literature as hemisphere correlation and parameterises the deviation of the double-tag efficiency
from e2

q . Correlations are introduced by a common primary vertex or hard QCD radiation. A further
source of correlations is coherent noise in a detector, which however is not taken into account in this
study. The parameter encompasses also asymmetries in detector efficiencies that are in the first approach
uncorrelated. The hemisphere correlation for the quark flavour q is derived from a simulated sub-sample
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Analysis Strategy
• Observable: Forward-backward asymmetry  

• Two back-to-back c- or b-jets 

• Full simulation of International Large Detector (ILD) 

• General Strategy: 

• Pre-selection: background suppression 

• Jet-Flavor ID 

• Double Tag: reduce flavor tag unc. 

• Jet-Charge: 

• Double charge + data-driven correction 

• Compare measurements to GHU 

• Estimated stat. unc. in permille region 

• What about systematic uncertainties?

5

[2306.11413]
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Pre-selection efficiency
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ing ILD full simulation and reconstruction at ILC250 and ILC500.

4.4 Systematic uncertainties

At ILC250 and ILC500, the expected statistical uncer-
tainties on AFB are at the level of a few per mil. A com-
prehensive study of the leading experimental systematic
uncertainties is reported in Ref. [20]. The most signif-
icant systematic uncertainties on AFB are due to the
preselection efficiency, the hadronization/fragmentation
modeling, the angular correlations due to QCD effects,
and the knowledge of the beam polarization. These are
reported in the following. However, we emphasize that
the expected size of these systematic uncertainties is
negligible compared to the statistical uncertainties ex-
pected at ILC when running above the Z-pole.

4.4.1 Pre-selection efficiency

Although this efficiency cancels in the numerator and
denominator of the integral calculation of AFB , the pre-
selection efficiency cannot be neglected in a full differ-
ential analysis since it affects the shape of the differen-
tial measurement. The impact of this uncertainty has
been evaluated by producing pseudo-data distributions
applying uncorrelated 10% relative variations in bin-by-
bin preselection efficiencies. This uncertainty is propa-
gated to AFB , giving rise to a relative uncertainty on
AFB of  0.1%. Uncertainties from background mis-
modeling become mostly negligible, ' 0.01%, due to
the very efficient background rejection.

4.4.2 Hadronization/fragmentation modeling

Uncertainties on AFB related to fragmentation are ex-
pected to be negligible thanks to the DT and DC meth-
ods. These were proposed and used by LEP and SLC
experiments. These methods rely on the data for the
estimation of the flavor tagging efficiencies, minimizing
the usage of Monte Carlo tools for the modeling. Hence,
fragmentation model uncertainties will only affect to
the mis-tagging efficiency estimation but not the tag-
ging efficiency. Furthermore, the mis-tagging rates will
be much lower than at past experiments thanks to the
high performance expected for modern flavor-tagging
algorithms using modern statistical and machine-learning
techniques and the progress in detector technologies.

4.4.3 Angular correlations

Full simulation studies suggest that the value of ⇢q at
ILC250 is smaller than 0.2% throughout most of the
detector volume [20]. The tracking system in the ILD
simulation is symmetric, and no coherent noise is sim-
ulated, indicating that a non-zero ⇢q value can only be
the result of occasional mis-measurements of the pri-
mary vertex or hard QCD radiation diluting the back-
to-back configuration of the di-jet system. The small
value of ⇢q suggests that both effects can be effectively
controlled. This results from the small beam size (jet
angular correlations due to a misplaced common ver-
tex are suppressed) and an excellent tracking system.
Moreover, a high tagging efficiency can significantly re-
duce jet angular correlations. To consider the impact of
angular correlations due to QCD radiation, we assume
they contribute an uncertainty of . 0.1% ·AFB , follow-
ing Ref. [61], after having introduced acolinearity cuts
in our definition of the signal and selection procedure. A
full assessment of this effect would require simulations
based on NLO QCD.

4.4.4 Beam polarization

Beam polarization uncertainties [62] influence the accu-
racy of precision measurements. For the measurement
of AFB , this uncertainty affects the b-quark and c-quark
flavors differently, and has a non-negligible impact only
on the right polarization scenario for the b-quark; in
this scenario, we expect an uncertainty contribution
of 0.15% · AFB at ILC250, and somewhat smaller at
ILC500 [20].
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Cuts 1 to 3 are designed to reduce the contamination
from the radiative-return backgrounds, and cut 4 is
most effective against di-boson backgrounds. The last
cut is significantly tightened at ILC500 to reduce the
much larger WW background contamination in the case
of left-handed electron beam polarization. This cut re-
duces the efficiency from ⇠ 75% to ⇠ 55% while keeping
the background over signal B/S ratio below 3�5%. At
ILC500, cut 2 (on acolinearity) reduces the tt contribu-
tion to the 1% B/S level, and cut 4 further reduces the
tt background to negligible levels.

The event selection has been thoroughly studied and
documented in Refs. [20, 21]. According to these studies
and the references cited, a constant within the percent-
level or less high-efficiency rate is obtained in the entire
detector volume, except for the very forward/backward
region of | cos ✓| > 0.9, where the efficiency rapidly
drops. This drop in efficiency is due to the removal
of events with high-energy photon candidates in that
region in order to eliminate radiative-return events, as
well as the decrease in tracking and vertexing perfor-
mance, which impacts the flavor tagging algorithms.
In Ref. [20], it was cross-checked that, within current
uncertainties and using leading-order simulations, the
difference between extrapolating over or ignoring that
region is negligible and does not affect the analysis.
In the present analysis, we have followed the former
alternative. However, we emphasize the importance of
the optimization of detector layout and reconstruction
tools, especially in the forward/backward region. This
is currently being discussed within the ILC Concept
Group as well as within the Higgs Factory detector con-
cepts [11, 58–60].

4 Experimental reconstruction of the
forward-backward observable using full
simulation tools at ILC250 and ILC500

This section describes the most critical aspects of the
experimental reconstruction of the observable forward-
backward asymmetry A

q

FB
by measuring d�

d cos ✓ . This
work is based on a previous ILD study [20, 21]. The
method starts with a preselection that results in a highly
pure qq sample, followed by the double flavor tagging
(Sec 4.1) which selects b-quark (or c-quark) events, and
ends with the double charge (Sec. 4.2) measurement
to distinguish between quark and anti-quark jets. The
differential cross-section is extracted from the measure-
ment of the total number of events reconstructed as a
function of the quark-jet scattering angle ✓:

dN

d cos ✓
= L


"pre"DTC

d�

d cos ✓
+ "bkg

d�bkg

d cos ✓

�
(3)

where L is the integrated luminosity and the " vari-
ables are the different selection efficiencies, defined as
a function of | cos ✓|. The signal preselection efficiency
("pre) and the background selection efficiency ("bkg) are
estimated using only Monte Carlo data.

4.1 Double Tagging method

The Double Tag method (DT ) [3] is based on the com-
parison of single and double flavor-tagged samples for
the simultaneous extraction of the tagging efficiency, ✏q
and the hadronic cross-section fraction Rq

§. The method
is applied once we have preselected an enriched qq sam-
ple reconstructed as two jets. We next apply flavor tag-
ging to all jets, and extract two numbers: the fraction
of all jets tagged as being of flavor q, and the fraction
of events in which both jets are tagged as flavor q. The
exact formulation is described in Ref. [20] for a fully
differential analysis, in contrast to the integral analyses
performed in the past. By comparing these two ratios
for b-quark and c-quark, we can simultaneously mea-
sure the efficiency of the flavor tagging algorithm (✏q)
and Rq for both flavors.

Although the method is based on data comparisons,
some initial hypotheses, based on simulations, are re-
quired. For instance, it is assumed to be an almost
background-free analysis (or to have a perfectly mod-
eled background). This was easier to achieve at LEP
and SLC running at the Z-pole. For data taken in the
continuum above the Z-pole, a tighter preselection is
required to minimize the background contribution of
the radiative return or di-boson hadronic decays. The
method also assumes knowledge of the mis-tagging ef-
ficiencies, the probability of tagging a true q

0 as q. The
size of these mis-tagging efficiencies and their uncer-
tainties will directly impact the uncertainty of the mea-
surements. This factor was one of the dominant sources
of uncertainty for the measurements at LEP and SLC,
with less relevance in the latter case due to its improved
flavor-tagging capabilities (especially for the c-quark).
Finally, the method assumes that the quark-tagging ef-
ficiencies are symmetric between the two sides of the
detector (positive and negative cos ✓). However, effects
such as the resolution on the primary vertex recon-
struction, inhomogeneities in the detector layout or per-
formance, or kinematic variations of the back-to-back
topology due to hard gluon radiation may introduce

§The hadronic cross-section fraction is defined as

Rq =
�e�e+!qq̄

�had.
(4)

where �had. is defined as �e�e+!qq̄ integrated over all quark
flavors except the top-quark.

https://arxiv.org/pdf/2306.11413


Double Tag Method
• Pre-selection + Flavor tagging: 

• Background free and pure flavor sample 

• Flavor tagging efficiency: 

• Data-driven measurement 

• Construct ratios  for 1 and 2 tag selections 

• Measure hadronic cross-section fraction  

• Reduces uncertainty due to MC modelling 

f1q, f2q

Rc, Rb
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Figure 12: The N0, N1q and N2q (signal and background events featuring none, at least one or two tags for
the q flavour respectively) stacked histograms are shown in three columns, before background
rejection. Each row corresponds to a different process or beam polarisation condition. The
ILC250 luminosity scenario is assumed.

hadrons are those that can be used for this method. A b-quark fragments with a probability of around
60% into charged hadrons. The method requires that all charged tracks of the b or c-hadron decays are
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Figure 11: Efficiency of the preselection for the different quark flavours, epres , vs the angular distribution
of the two jet system.

the xy-plane of the ILD coordinate system that crosses the origin of the ILD coordinate system. The ratio
f1 is the number of hemispheres in which a quark q has been tagged divided by the number of available
hemispheres, i.e. two per event. The ratio f2 is the fraction of events in which both hemispheres have
been tagged. More precisely f1 and f2 are defined as:

f1q(|cosq |) =
Nq(|cosq |)�Nbkg.

q (|cosq |)
2⇥ (N0(|cosq |)�Nbkg.

0 (|cosq |))

f2q(cosq) =
N2q(|cosq |)�Nbkg.

2q (|cosq |)

N0(|cosq |)�Nbkg.
0 (|cosq |)

(14)

which is equivalent to

f1q(|cosq |) =
eq(|cosq |)Rq(|cosq |)+ ẽq0(|cosq |)Rq0(|cosq |)+ ẽq

uds(|cosq |)(1�Rq(|cosq |)�Rq0(|cosq |))
f2q(cosq) =

e2
q (|cosq |)(1+rq(|cosq |))Rq(|cosq |)+ ẽ2

q0(|cosq |)Rq0(|cosq |)+(ẽq
uds)

2(|cosq |)(1�Rq(|cosq |)�Rq0(|cosq |))
(15)

with q, q0 = b, c or c, b, respectively. The variables N0 and Nbkg.
0 are the total number of pre-selected

di-jet events (see Section 5) and the estimated number of background events after the pre-selection,
respectively. Additionally, Nq and Nbkg.

q are the number of jets from signal and background that are
tagged as quark flavour q. The tagging efficiency is given by eq and the mis-tagging probabilities as ẽq0
and ẽq

uds. Furthermore, N2q and Nbkg.
2q are signal and background events featuring a double tag for quark

flavour q. The double-tag efficiency is given by the product e2
q · (1+rq). The factor (1+rq) is known

in the literature as hemisphere correlation and parameterises the deviation of the double-tag efficiency
from e2

q . Correlations are introduced by a common primary vertex or hard QCD radiation. A further
source of correlations is coherent noise in a detector, which however is not taken into account in this
study. The parameter encompasses also asymmetries in detector efficiencies that are in the first approach
uncorrelated. The hemisphere correlation for the quark flavour q is derived from a simulated sub-sample
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uds. Furthermore, N2q and Nbkg.
2q are signal and background events featuring a double tag for quark
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in the literature as hemisphere correlation and parameterises the deviation of the double-tag efficiency
from e2

q . Correlations are introduced by a common primary vertex or hard QCD radiation. A further
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Figure 14: Extracted eq and Rq using the DT method for e�e+ ! cc̄ (left) and e�e+ ! bb̄ (right). For the
estimation of Rq the comparison with the case in which the Monte Carlo is used to estimate
the eq is included, showing no difference with the DT expectations.

• Bottom quark: The CKM matrix elements |Vcb| and |Vus| are significantly different from 0, and
|Vcs|⇡ 1. Therefore, B-hadron decays yield a sizeable fraction of charged Kaons in the final state.
It is expected to have ⇠0.8 charged kaons and ⇠3.6 charged p per B-hadron decay while the
multiplicity of protons is of ⇠0.13 [35].

For the kaon identification the TPC dE/dx is used to identify charged kaons in the secondary tracks
as described in Section 4. For the charge measurement, it is allowed to use more than one charged kaon:
K�K�, K�K�K+ combinations (and inverted signs) are accepted while the K�K+ combination are not
used.

7.3 Double Charge method (DC)

The Double Charge method (DC) requires two opposite-charged jets. It starts with a selection of N events
containing two jets with measured charges. Jets with opposite charge are accepted. Those with the same

21

https://arxiv.org/pdf/2306.11413


Double Charge Method

• Data-driven method reduces MC modelling 
dependence  

• K-ID or full Vtx charge for measurement 

• Measure probability to estimate jet-charge 
correctly  

• Apply migration correction 

Pchg

7Andrej Saibel

7 MEASUREMENT OF DIFFERENTIAL CROSS SECTIONS AND DETERMINATION OF AFB

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

θcos 

0

1

2

3

4

5

6

310×

e
n

tr
ie

s

ILD

c c→ +e-e
-1

=(-0.8,+0.3) | Lum = 900 fb+e-eP

Detector Level (true-MC charge)

Detector Level (w/o charge correction)

Detector Level (w/ charge correction)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

θcos 

0

0.5

1

1.5

2

2.5

3

310×

e
n

tr
ie

s

ILD

c c→ +e-e
-1

=(+0.8,-0.3) | Lum = 900 fb+e-eP

Detector Level (true-MC charge)

Detector Level (w/o charge correction)

Detector Level (w/ charge correction)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

θcos 

0

5

10

15

20

25

310×

e
n

tr
ie

s

ILD

b b→ +e-e
-1

=(-0.8,+0.3) | Lum = 900 fb+e-eP

Detector Level (true-MC charge)

Detector Level (w/o charge correction)

Detector Level (w/ charge correction)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

θcos 

1

2

3

4

5

310×

e
n

tr
ie

s

ILD

b b→ +e-e
-1

=(+0.8,-0.3) | Lum = 900 fb+e-eP

Detector Level (true-MC charge)

Detector Level (w/o charge correction)

Detector Level (w/ charge correction)

Figure 17: Distribution of the detector level (i.e. without efficiency/acceptance corrections) of the num-
ber of e�e+ ! qq̄ events reconstructed after identification of the cosq sign. For the filling of
the shaded area the truth Monte Carlo is used to calculate the charge of the jet and the sign
of cosq . The red dots correspond to the DC measurement but before the charge correction.
Finally, the blue dots include the charge correction, which is the last step of the DC method.

correction is sizeable in the case of the b-quark and especially for the e�L e+R beam polarisation scenarios.
It is almost negligible for the cc case. The qualitative explanation is that the number of prongs is small
for the c-quark and secondary vertexes are mostly made of two tracks (Fig. 2). Hence if a track is lost in
the association to the vertex, in most cases the full vertex is not reconstructed resulting in a decrease of
the efficiency but not of Pchg..
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charge are rejected. Let Pchg. be the probability that the jet charge reproduces the sign of the charge of the
quark of the hard scattering. Hence, Qchg. = 1�Pchg. is the probability that this is not the case. Supposing
that the jet-charge measurements are independent and symmetric between two hemispheres it is simply:

NM
acc.(|cosq |) =

= P2
chg.(|cosq |) ·N(|cosq |)+Q2

chg.(|cosq |) ·N(|cosq |)
(17)

where NM
acc. is the number of events with compatible charges in both jets (opposite sign) measured with

the method M.
The obtained value of Pchg., after solving Eq. 17, allows us to calculate how the events found in a bin

of |cosq | should be distributed between the bins at either +|cosq | or �|cosq | in the following way:

Ncorr.(|cosq |) =
P2

chg.Nacc.(cosq > 0)�Q2
chg.Nacc.(cosq < 0)

P4
chg.�Q4

chg.

Ncorr.(�|cosq |) =
P2

chg.Nacc.(cosq < 0)�Q2
chg.Nacc.(cosq > 0)

P4
chg.�Q4

chg.

(18)

For simplicity, in this equation, only the case of using the same charge measurement method in both jets
is shown. The generalisation is straightforward.

The resulting Pchg. for the two different methods are shown in Figure 15. One observes an approxim-
ately constant Pchg.(cosq) except for the very forward region |cosq | > 0.9. A slight slope is observed
when using the K-method. This effect compensates with a slightly smaller efficiency of the K-method
for larger polar angles, as observed in Figure 15.
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Figure 15: Distributions for Pchg. for the Vtx-method (blue) and the K-method (red) for cc (left) and bb
(right). The results are shown for different beam polarisation scenarios, using different types
of lines.

Furthermore, since the Vtx-method and the K-method have similar values of Pchg., it is also possible to
use mixed cases in cases where opposite jets do not use the same method. In order to define the different
categories, the leading method is defined as the one with higher efficiency. This allows to define a set of
categories, Cat.i, for our double charge measurements:

Cat.1: M1/M1�method in which both jets charge has been measured with the method M1.

22

[2306.11413]

https://arxiv.org/pdf/2306.11413


Results: GHU vs SM Discrimination

8

17J. P. Márquez | SUSY24 
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5 Statistical discrimination power for GHU
models at ILC

The detailed studies described in the previous section
result in a realistic estimation of the uncertainties on
AFB for the b and c-quark at ILC250 and ILC500, with
existing detector models and reconstruction tools. We
have shown that the statistical uncertainties on AFB

expected at ILC running above the Z-pole are much
larger than any systematic effects, which are therefore
ignored in this section. Furthermore, we assume Gaus-
sian uncertainties and uncorrelated measurements. This
second approximation is motivated by the nature of the
analysis, in which the DT and DC methods lead to the
selection of fully independent samples for the different
flavors and beam polarizations. Statistically indepen-
dent MC simulations have been used to analyze the
various polarization scenarios.

To probe the potential of ILC to indirectly search
for new physics, the significance when comparing two
models, i and j, is defined as

dij =
|AFB,i �AFB,j |

�AFB,j

(6)

with AFB,i/j being the AFB predicted at leading order
by model i or j, as explained in Sect. 2. The �AFB,j

corresponds to the expected statistical uncertainty of
the forward-backward measurement at ILC, obtained as
explained in Sect. 4. In addition, the systematic uncer-
tainties arising from the limited knowledge of the exact
value of the couplings in the SM prediction are added in
quadrature to �AFB,j . For these estimates, we used dif-
ferent assumptions on the uncertainties on the Z-boson
couplings to fermions and propagated them to the lead-
ing order calculation of AFB . The different assumptions
on these uncertainties extracted from Refs. [63, 64] are:
C: current uncertainties, from LEP and SLC measure-
ments;
R: expected uncertainties from measurements of radia-
tive return events at ILC250;
Z: expected uncertainties from measurements at a ded-
icated ILCGigaZ run.

The probability for each d � dij case and the dis-
covery power discrimination are calculated in terms of
the number of standard deviations from the null hy-
pothesis for the model i. This is performed for each
measurement and combined following the multivariate
Gaussian formalism.

Fig. 4 shows the expected discrimination power be-
tween the different GHU models and the SM for the
different ILC running stages above the Z-pole foreseen
by the H20-staged plan, ILC250 and ILC500. We have
included two extra cases:

– ILC250⌥(no pol.): a hypothetical case of an ILC250
operating with un-polarized beams and assuming
a total integrated luminosity equal to the baseline
ILC250 scenario (2000 fb�1). The (⌥) symbol is used
to distinguish this case from the other studies, which
use the nominal ILC beam polarization. This sce-
nario can be compared with current circular col-
lider proposals. Still, one should bear in mind that
the simulated beam conditions are those of ILC and
that the simulated ILD model has been optimized
for the full range of ILC energies. Dedicated studies
with full simulation of the beam conditions and de-
tector models designed for circular colliders would
be required to extract more definitive conclusions.

– ILC1000*: we have extrapolated statistical uncer-
tainties from ILC500 to 8000 fb�1 at ILC1000, split
according to the different polarization conditions as
described in Tab. 1. The (*) symbol is used to dis-
tinguish this case from the three other cases, which
use full simulation samples and reconstruction. At
ILC1000, compared with ILC250 and ILC500, the
experimental challenges are expected to be slightly
different, with much more collimated jets and ver-
tices and the possible presence of new backgrounds.
However, no significant differences are expected in
overall detector performance since the ILD has al-
ready been optimized to operate at ILC1000 (see
[10, 64] and references therein).

5.1 Requirements on the precision of the Z-fermion
couplings measurements

Even if large deviations in the AFB observables are
measured at ILC250 or at higher energy in e

�
e
+ ! qq̄,

one could still be unable to distinguish the contribu-
tion of new resonances from deviations from the SM
Z-boson couplings. For this reason, high-precision mea-
surements of the fermionic Z couplings are required. An
ILCGigaZ run would allow the precise determination
of all Z-boson couplings to fermions (except the top
quark). Full simulation experimental studies are yet to
be performed at the ILC and other Higgs Factories.
First studies [64, 65] show that an improvement of up
to two orders of magnitude (including systematic un-
certainties) could be obtained at the ILC for these cou-
plings compared with the LEP and SLC. These stud-
ies include discussions of the most significant system-
atic uncertainties, which are expected to be 2-10 times
larger than the statistical ones. Moreover, studies pre-
sented in Ref. [64] suggest that even at ILC250, such
couplings could be measured with about one order of
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Fig. 7 Statistical discrimination power between GHU models after different ILC stages. For completeness, a hypothetical ILC250
stage assuming no longitudinal beam polarization is included. The ILC250⌥(no pol.), ILC250, and ILC500 estimations are performed
using full simulation studies. The ILC1000* is obtained from extrapolations of the ILC500 studies.

of the ILD at center-of-mass energies of 250 and 500
GeV and extrapolated to 1000 GeV. More specifically,
we present the fully differential cross-section d�/d cos ✓

from which the A
b

FB
and A

c

FB
are inferred. Studies at

ILC250 and ILC500 have been completed, showing that
a per-mil level of statistical precision is achievable. Ex-
perimental systematic uncertainties have been briefly
discussed. These are found to be sub-dominant, thanks
to: a) the excellent vertexing and flavor-tagging capa-
bilities expected at the ILC, b) the use of fully differ-
ential measurements; and c) the use of double-tagging
and double-charge measurements that reduce the use
of Monte Carlo tools to the minimum when address-

ing modeling uncertainties, such as the hadronization
uncertainties.

Moreover, the ILD also offers the critical capability
of providing charged-kaon identification over a broad
momentum spectrum. This enhances the statistical ef-
ficiency of these measurements, and, in particular, it
provides a factor ⇠ 2 improvement for Ac

FB
. This anal-

ysis uses a simple approach based on selection cuts in
kinematic distributions for the background rejection.
Machine learning techniques like multi-classifying neu-
ral networks can improve the event selection and con-
struct control regions for the backgrounds [67]. This will
further improve the sensitivity of the analysis.
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Fig. 7 Statistical discrimination power between GHU models after different ILC stages. For completeness, a hypothetical ILC250
stage assuming no longitudinal beam polarization is included. The ILC250⌥(no pol.), ILC250, and ILC500 estimations are performed
using full simulation studies. The ILC1000* is obtained from extrapolations of the ILC500 studies.

of the ILD at center-of-mass energies of 250 and 500
GeV and extrapolated to 1000 GeV. More specifically,
we present the fully differential cross-section d�/d cos ✓

from which the A
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FB
and A
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FB
are inferred. Studies at

ILC250 and ILC500 have been completed, showing that
a per-mil level of statistical precision is achievable. Ex-
perimental systematic uncertainties have been briefly
discussed. These are found to be sub-dominant, thanks
to: a) the excellent vertexing and flavor-tagging capa-
bilities expected at the ILC, b) the use of fully differ-
ential measurements; and c) the use of double-tagging
and double-charge measurements that reduce the use
of Monte Carlo tools to the minimum when address-

ing modeling uncertainties, such as the hadronization
uncertainties.

Moreover, the ILD also offers the critical capability
of providing charged-kaon identification over a broad
momentum spectrum. This enhances the statistical ef-
ficiency of these measurements, and, in particular, it
provides a factor ⇠ 2 improvement for Ac

FB
. This anal-

ysis uses a simple approach based on selection cuts in
kinematic distributions for the background rejection.
Machine learning techniques like multi-classifying neu-
ral networks can improve the event selection and con-
struct control regions for the backgrounds [67]. This will
further improve the sensitivity of the analysis.

14

1A 2A
-

1B +
1B

-

2B +
2B

-

3B +
3B  

1A

2A

-

1B

+
1B

-

2B

+
2B

-

3B

+
3B

 

-level)σBetween-model discrimination power (

4.2

4.1

4.1

0.8

2.7

3.6

3.9

3.7

2.0

3.5

2.9

3.4

3.2

1.9

0.7

1.6

1.1

1.5

1.6

1.0

1.4

1.3

1.0

0.4

0.9

0.7

0.4 0.5

ILD

 (no pol.)♦ILC250
)-1(2000 fb

σ4-5 

σ> 5 

σ< 3 

σ3-4 

1A 2A
-

1B +
1B

-

2B +
2B

-

3B +
3B  

1A

2A

-

1B

+
1B

-

2B

+
2B

-

3B

+
3B

 

5.3

5.4

4.3

5.4

5.0

5.1

5.1

4.1

5.1

4.7

0.5

2.7 2.4 3.4

1.6

2.5

2.1

2.5

3.1

2.1

3.1

2.8

1.7

0.7

1.4

1.4

0.9 0.9

-level)σBetween-model discrimination power (

ILD

ILC250
)-1(2000 fb

σ4-5 

σ> 5 

σ< 3 

σ3-4 

1A 2A
-

1B +
1B

-

2B +
2B

-

3B +
3B  

1A

2A

-

1B

+
1B

-

2B

+
2B

-

3B

+
3B

 

-level)σBetween-model discrimination power (

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

5.4

>10

7.6

>10

6.4

5.1

5.2

4.9

2.9

3.0

3.9

2.4 3.4

1.3 2.9

ILD

ILC250+500
)-1+ 4000 fb-1(2000 fb

σ4-5 

σ> 5 

σ< 3 

σ3-4 

1A 2A
-

1B +
1B

-

2B +
2B

-

3B +
3B  

1A

2A

-

1B

+
1B

-

2B

+
2B

-

3B

+
3B

 

-level)σBetween-model discrimination power (

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

>10

4.1

>10

5.4

>10

6.7

>10

8.6

7.62.7

ILD

ILC250+500+1000*
)-1+ 8000 fb-1+ 4000 fb-1(2000 fb

σ4-5 

σ> 5 

σ< 3 

σ3-4 

Fig. 7 Statistical discrimination power between GHU models after different ILC stages. For completeness, a hypothetical ILC250
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of the ILD at center-of-mass energies of 250 and 500
GeV and extrapolated to 1000 GeV. More specifically,
we present the fully differential cross-section d�/d cos ✓

from which the A
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FB
and A

c

FB
are inferred. Studies at

ILC250 and ILC500 have been completed, showing that
a per-mil level of statistical precision is achievable. Ex-
perimental systematic uncertainties have been briefly
discussed. These are found to be sub-dominant, thanks
to: a) the excellent vertexing and flavor-tagging capa-
bilities expected at the ILC, b) the use of fully differ-
ential measurements; and c) the use of double-tagging
and double-charge measurements that reduce the use
of Monte Carlo tools to the minimum when address-

ing modeling uncertainties, such as the hadronization
uncertainties.

Moreover, the ILD also offers the critical capability
of providing charged-kaon identification over a broad
momentum spectrum. This enhances the statistical ef-
ficiency of these measurements, and, in particular, it
provides a factor ⇠ 2 improvement for Ac

FB
. This anal-

ysis uses a simple approach based on selection cuts in
kinematic distributions for the background rejection.
Machine learning techniques like multi-classifying neu-
ral networks can improve the event selection and con-
struct control regions for the backgrounds [67]. This will
further improve the sensitivity of the analysis.
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Fig. 7 Statistical discrimination power between GHU models after different ILC stages. For completeness, a hypothetical ILC250
stage assuming no longitudinal beam polarization is included. The ILC250⌥(no pol.), ILC250, and ILC500 estimations are performed
using full simulation studies. The ILC1000* is obtained from extrapolations of the ILC500 studies.

of the ILD at center-of-mass energies of 250 and 500
GeV and extrapolated to 1000 GeV. More specifically,
we present the fully differential cross-section d�/d cos ✓

from which the A
b

FB
and A

c

FB
are inferred. Studies at

ILC250 and ILC500 have been completed, showing that
a per-mil level of statistical precision is achievable. Ex-
perimental systematic uncertainties have been briefly
discussed. These are found to be sub-dominant, thanks
to: a) the excellent vertexing and flavor-tagging capa-
bilities expected at the ILC, b) the use of fully differ-
ential measurements; and c) the use of double-tagging
and double-charge measurements that reduce the use
of Monte Carlo tools to the minimum when address-

ing modeling uncertainties, such as the hadronization
uncertainties.

Moreover, the ILD also offers the critical capability
of providing charged-kaon identification over a broad
momentum spectrum. This enhances the statistical ef-
ficiency of these measurements, and, in particular, it
provides a factor ⇠ 2 improvement for Ac

FB
. This anal-

ysis uses a simple approach based on selection cuts in
kinematic distributions for the background rejection.
Machine learning techniques like multi-classifying neu-
ral networks can improve the event selection and con-
struct control regions for the backgrounds [67]. This will
further improve the sensitivity of the analysis.

• Beam polarisation enables 
discrimination already at 250 GeV 

• Almost all models can be 
discriminated with ILC250+500+1000 

• Additional studies: 

• Impact of polarisation 

• Impact of PID



Conclusion

• The International Linear Collider offers a clean environment for BSM 
searches 

• International Large Detector has excellent PID and vertexing capabilities 

• Presented a benchmark BSM search at ILC  

• Expected statistical uncertainties are on permille level 

• Experimental uncertainties can be minimised through data-driven methods 

• Measurements can lead to observations or exclusion of physics way above 
the energy reach of the collider 

• Discrimination between models is also achievable 
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Impact of Beam Polarisation

• Plot similar to slide 8 

• Fixing Z-fermion couplings to 
ILC250 radiative return case 

• Impact of 0, 30, 60 % positron 
beam polarisation on the results is 
shown 

• No polarisation is assumed for 
ILC250 (no pol.)
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Fig. 5 Similar to Fig. 4 but fixing the R case for the Z-fermion
couplings. Three scenarios for the positron beam polarization are
shown. For the ILC250⌥(no pol.) we continue assuming no po-
larization for any beam.
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Fig. 6 Similar to Fig. 4 but fixing the R case for the Z-fermion
couplings. Instead, three different scenarios for the charged
hadron particle identification capabilities (PID) are considered:
O for no PID used, E for PID based on the ILD baseline dE/dx

reconstruction, and N for an optimized TPC design with higher
granularity and cluster counting reconstruction dN/dx.

5.3 The role of charged-hadron identification with the
ILD TPC

In this study, we have assumed a novel TPC design that
will allow cluster counting (dN/dx) for charged-hadron
identification capabilities, with better resolution than
using the mean energy loss per distance (dE/dx), de-

scribed in detail in Sect. 3.3. We also consider two other
scenarios: a first without any charged-hadron identifi-
cation (although the TPC tracking capabilities are still
used for track reconstruction) and a second one us-
ing the traditional dE/dx for particle identification. In
Ref. [21], it has been estimated that not using charged-
hadron identification for the kaon selection could in-
crease the statistical uncertainty by up to a factor of
two, especially for the c-quark case, which largely re-
lies on the K-method, reducing the power of discovery
of GHU in these signatures in the baseline program of
ILC. The expectations for these three cases are shown
in Fig. 6, assuming the R scenario for the Z couplings.
The benefits of using charged-hadron identification ca-
pabilities with the ILD TPC become clear, especially
at the lower energy stage of ILC, since it allows the use
of two methods for charge determination, V tx-method
and K-method. The discrimination power differences
between using dE/dx and dN/dx are moderate and de-
pend on the different models: the ones predicting larger
deviations for the c-quark case are more sensitive to
moderate improvements in the K-method.

5.4 Discrimination power between GHU models

In Fig. 7, the statistical discrimination between the dif-
ferent GHU models is shown for different ILC scenarios.
These four plots show the benefits of high longitudinal
polarization for both beams and, especially, the ben-
efits of the energy reach foreseen for the ILC. With
operation at 500 GeV and above, almost full differen-
tiation between the different models will be possible,
allowing for detailed scrutiny of potential contributions
from heavy resonances.

6 Summary and outlook

The search for new physics at the LHC and at future
electron-positron colliders requires a global approach.
Searching for new resonances is and will be addressed
by a combination of direct searches for such resonances
and the precise measurement of observables whose de-
viations with respect to SM predictions are sensitive
to new physics. The ILC program will provide a broad
range of experimental measurements that can be used
to probe for BSM physics. The GHU models discussed
here are especially sensitive to deviations in the elec-
troweak observables at high

p
s with polarized beams.

This study uses forward-backward asymmetries of b
and c-quarks in high-energy electron-positron collisions
to demonstrate the sensitivity to GHU-inspired models.
The experimental input is based on detailed simulations



Impact of Particle Identification
• Plot similar to slide 8 

• Fixing Z-fermion couplings to ILC250 
radiative return case 

• Charged hadron particle identification 
(PID) is studied  

• O: no PID 

• E: ILD baseline  PID 

• N: optimised TPC with cluster counting  
 

• No polarisation is assumed for ILC250 (no 
pol.)

dE/dx

dN/dx
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Fig. 5 Similar to Fig. 4 but fixing the R case for the Z-fermion
couplings. Three scenarios for the positron beam polarization are
shown. For the ILC250⌥(no pol.) we continue assuming no po-
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Fig. 6 Similar to Fig. 4 but fixing the R case for the Z-fermion
couplings. Instead, three different scenarios for the charged
hadron particle identification capabilities (PID) are considered:
O for no PID used, E for PID based on the ILD baseline dE/dx

reconstruction, and N for an optimized TPC design with higher
granularity and cluster counting reconstruction dN/dx.

5.3 The role of charged-hadron identification with the
ILD TPC

In this study, we have assumed a novel TPC design that
will allow cluster counting (dN/dx) for charged-hadron
identification capabilities, with better resolution than
using the mean energy loss per distance (dE/dx), de-

scribed in detail in Sect. 3.3. We also consider two other
scenarios: a first without any charged-hadron identifi-
cation (although the TPC tracking capabilities are still
used for track reconstruction) and a second one us-
ing the traditional dE/dx for particle identification. In
Ref. [21], it has been estimated that not using charged-
hadron identification for the kaon selection could in-
crease the statistical uncertainty by up to a factor of
two, especially for the c-quark case, which largely re-
lies on the K-method, reducing the power of discovery
of GHU in these signatures in the baseline program of
ILC. The expectations for these three cases are shown
in Fig. 6, assuming the R scenario for the Z couplings.
The benefits of using charged-hadron identification ca-
pabilities with the ILD TPC become clear, especially
at the lower energy stage of ILC, since it allows the use
of two methods for charge determination, V tx-method
and K-method. The discrimination power differences
between using dE/dx and dN/dx are moderate and de-
pend on the different models: the ones predicting larger
deviations for the c-quark case are more sensitive to
moderate improvements in the K-method.

5.4 Discrimination power between GHU models

In Fig. 7, the statistical discrimination between the dif-
ferent GHU models is shown for different ILC scenarios.
These four plots show the benefits of high longitudinal
polarization for both beams and, especially, the ben-
efits of the energy reach foreseen for the ILC. With
operation at 500 GeV and above, almost full differen-
tiation between the different models will be possible,
allowing for detailed scrutiny of potential contributions
from heavy resonances.

6 Summary and outlook

The search for new physics at the LHC and at future
electron-positron colliders requires a global approach.
Searching for new resonances is and will be addressed
by a combination of direct searches for such resonances
and the precise measurement of observables whose de-
viations with respect to SM predictions are sensitive
to new physics. The ILC program will provide a broad
range of experimental measurements that can be used
to probe for BSM physics. The GHU models discussed
here are especially sensitive to deviations in the elec-
troweak observables at high

p
s with polarized beams.

This study uses forward-backward asymmetries of b
and c-quarks in high-energy electron-positron collisions
to demonstrate the sensitivity to GHU-inspired models.
The experimental input is based on detailed simulations


