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➢ Origin: data-driven models in reacting flows.

➢ PhyDLL: a Physics - Deep Learning coupler.

➢ Coupling GNNs with solvers.

➢ Next steps.
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Data-driven models in reacting flows
Slot-jet burner Use-case
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Note: This must
be online!



AVBP-DL

AVBP
CERFACS’s suite of CFD tools to 
perform DNS and LES of 
compressible, reacting, turbulent, 
multispecies flows, on massively
parallel architectures.

MPMD (Multiple Program Multiple Data)

Coupling interface
➢ CWIPI

➢ MPI

DL
ConvNets/GraphNets

inference

Status:

❖ CNN/GNN inference.

❖ MPI/CWIPI coupling.

❖ Parallel inference for multi-GPUs 

setting.

❖ Hierarchical mesh partitioning.

❖ Good scaling results.

❖ Cheap DL overhead.

Ported & tested on:

➢ Local CERFACS supercomputer

➢ JEAN-ZAY (IDRIS)

➢ JUWELS-BOOSTER (Juelich)

AVPB-DL
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❖ Slot-burner + ConvNet (CWIPI coupling)
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Data-driven models in reacting flows
AVBP-DL (ConvNet): Slot-jet burner Use-case
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mpirun –n 32 AVBP.EXE : -n 4 python dl.py

x32 Intel Skylake x4 Nvidia V100

❖ Slot-burner + ConvNet (CWIPI coupling)



❖ Slot-burner + ConvNet (CWIPI coupling)
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❖ Meshes & localization results:

Data-driven models in reacting flows
AVBP-DL (ConvNet): Slot-jet burner Use-case
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AVBP mesh & 
partitioning (x32):

DL mesh & 
partitioning (x4):

Localization:



❖ Slot-burner + ConvNet (CWIPI coupling)
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❖ Overlap results

Data-driven models in reacting flows
AVBP-DL (ConvNet): Slot-jet burner Use-case
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❖ Overlap description



DL (GNN)AVBP
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❖ Meshes aggregation:❖ Slot-burner + GraphNet (MPI coupling)

Data-driven models in reacting flows
AVBP-DL (GraphNet): Slot-jet burner Use-case
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AVBP mesh & 
partitioning (x32):

DL mesh & 
partitioning (x4):
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Deep Learning 
coupLer



➢ Open-source high-performance coupling library. 

➢ To be compiled with numerical simulation solvers.

➢ Written in Fortran and Python (future: C/C++).

➢ It has all AVBP-DL features:

• CWIPI support.

• MPI communications.

• Distributed NN inference (multi-GPU).

• CNN/GNN inference.

PhyDLL (Physic Deep Learning CoupLer): 

PhyDLL
Outline

❑ Official website: gitlab.com/cerfacs/phydll

❑ Sources: phydll.readthedocs.io
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https://gitlab.com/cerfacs/phydll
https://phydll.readthedocs.io/


PhyDLL
Physics Deep Learning coupLer

Physical solver
FORTRAN

Deep Learning
PYTHON

CWIPI 
Coupling With 

Interpolation Parallel 
Interface

MPI 
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Interface

ParMETIS TreePart mpi4py hdf5 

PhyDLL 0.1
Status
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PYTHON / 
FORTRAN 



PhyDLL
Physics Deep Learning coupLer

Physical solver Deep Learning

CWIPI 
Coupling With 

Interpolation Parallel 
Interface

MPI 
Message Passing 

Interface

FORTRAN 

PYTHON 

ParMETIS TreePart mpi4py hdf5 

PhyDLL 0.2
Final tests ongoing
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C/C++ 
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PhyDLL’s thought process

1616.05.2022 – HPCSE 2022 – Andreas Lintermann

Physics Solver Deep Learning

Algebraic formulation, no context needed

Interpolation Scheme

Direct Scheme

No-Context Scheme

No-Context SchemeSpatial formulation, manually rebuilt on both sides

Spatial formulation, matching meshes

Spatial formulation, non-matching meshes



Data-driven
models in 

reacting flows: 
Performance 

result



AVBP-DL iteration time: 
AVBP computations and deep learning overhead

Zoom on DL cost: Interp + Wait

DL overhead = Interpolate + Wait

Performance result
Slot-jet burner Use-case: DL overhead
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❖ KRAKEN                   : 1x Node := AVBP: 28x INTEL Skylake            + DL: 4x NVIDIA A30 24GB
❖ JEAN-ZAY                 : 1x Node := AVBP: 36x INTEL Cascade Lake + DL: 4x NVIDIA V100 16GB
❖ JUWELS-BOOSTER : 1x Node := AVBP: 44x AMD Rome Epyc + DL: 4x NVIDIA A100 40GB

Performance result
Slot-jet burner Use-case: Scaling results
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Coupling GNNs 
with solvers



Coupling GNNs with solvers
Mesh to graph relation

➢ CFD solvers rely on irregular meshes
➢ Motivates the use of GNNs as data-supervized surrogates

➢ Avoids interpolation by directly feeding the mesh as input

➢ Lightweight encoding/decoding transforms on the same graph structure
➢ Potentially add tailored features, e.g. distance on the edges

GNN 
inference 

engine
CFD Solver

Enc

Postprocessing & 
adding features

Dec
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Coupling GNNs with solvers
Spatial parallelization

➢ Spatial parallelization is needed for inference:
➢ over large meshes

➢ with deep spatial correlations

➢ But how to handle the growing receptive field of the GNN filters?

Rank 0 Rank 1

Solver

First-order receptive field of the rank 0 subgraph
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Rank 0 Rank 1

Rank 2Rank 3



Coupling GNNs with solvers
Building halos

Inferer 0

Inferer 1

Postprocessing

Ghost filtering
back to the 
subgraphs

Preprocessing

Halo building
& feeding

Rank 0 Rank 1

Rank 2Rank 3

Solver

MPI connections
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Coupling GNNs with solvers
Building halos w/ manager

Inferer 0

Inferer 1

Rank 0 Rank 1

Rank 2Rank 3

Solver

MPI connections

Halo 
nodes

position

Whole graph topology and 
solver domain partitioning

Halo manager
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Next steps



Next steps

➢ Continue the development of PhyDLL 0.2 and release

➢ Consolidate interfaces for Python, Fortran, C/C++

➢ Offer continued support to all RAISE partners wishing to work 

with PhyDLL
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drive. enable. innovate.
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