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• nonperturbative physics

• lattice QCD cannot access 
finite  directly due to sign 
problem

• quantum computing not 
feasible for QCD (yet)

• effective models only work 
in specific regimes; no 
"global" resolution

μ

use functional methods
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FUNCTIONAL METHODS
The path integral encodes all possible correlation functions of a QFT

Z[J] = ∫ 𝒟φ eiS[φ] + i ∫x J(x)φ(x)

Dyson-Schwinger equations (DSE)

∫ 𝒟φ( δS[φ]
δφ(x)

+ J(x))eiS[φ] + i ∫x J(x)φ(x) = 0

functional renormalization group (FRG)

"quantum equations of motion"

successively integrate out quantum fluctuations

⟨φ⋯φ⟩ ∼
1

Z[0]
δ
δJ

⋯
δ
δJ

Z[J]
J=0

Solving a QFT  knowing all correlation functions.  There are two popular (= practical) strategies to do this⇔

ΔSk[φ] = ∫p

1
2

φ(p) Rk(p) φ(−p)

Zk[J] = ∫ 𝒟φ ei (S[φ]+ΔSk[ϕ]) + i ∫x J(x)φ(x)

k2

k2
Rk(p)

• -derivatives: tower of exact relations between correlation function (requires truncations)

• FRG: convert to differential equation through -derivative: RG flow from UV to IR ( )

• no sign problems: finite density and real time directly accessible

J
k k = 0
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QCD PHASE DIAGRAM

• need to improve systematics at 
large  (WIP)

• CEP at  

• indications for a moat regime

μ

(T, μB) = (107, 635) MeV

[Fu, Pawlowski, FR, PRD 101 (2019)]

First result for the chiral transition with  flavors at finite  and Nf = 2 + 1 T μB

Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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CRITICAL ENDPOINT

FRG [Fu, Pawlowski, FR, PRD 110 (2019)]

DSE [Gao, Pawlowski, PLB 820 (2020)]

DSE [Gunkel, Fischer, PRD 104 (2021)]

conformal Padé [Basar, PRC 110 (2024)]

multi-point Padé [Clarke et al., 2405.10196]

direct computations in QCD
(that agree with available lattice data)

Lattice extrapolations
(using reconstructions of  YLEs)

FRG result corroborated by subsequent direct computations & extrapolations in QCD

; expected to move to 
 in the continuum limit

Nτ = 6
μB ≈ 650 MeV



YANG-LEE EDGE SINGULARITIESTHE CHIRAL PHASE TRANSITION

1st order transition

CEP

crossover

T

Re μB

Im μB

branch cut surface

Yang-Lee edge singularity

in the  plane(T, Re μB, Im μB)
YLE: branch point of the free energy

What happens to the CEP for ? It moves into the complex  plane and is called YLE! T > TCEP μ



CEP RECONSTRUCTION USING YLES

• no direct access due to sign problem

• reconstruct YLE locations from lattice data at 

• extrapolate to 

T > TCEP
Im μYLE = 0

3
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FIG. 3. Singularities at T = 166.6, 157.5, 145.0, 136.1 and
120.0 MeV. The dashed line lies at µ̂B = i⇡.

number of gauge configurations as compared to the other
points (see Table I). The solid grey line in Fig. 3 stems
from the fit described below. We note that for T > 170
MeV, the poles accumulate on the dashed line in Fig. 3
and follow a scaling associated with the Roberge-Weiss
transition in QCD [15, 26, 27].

Estimation of CEP location.—The QCD CEP is ex-
pected to belong to the 3-d, Z(2) universality class.
The mapping from the control parameters T and µB to
the temperature-like and magnetization-like scaling di-
rections t and h of the Ising model is not known. We
thus adopt a frequently used linear ansatz for the map-
ping [28–31],

t = At�T +Bt�µB ,

h = Ah�T +Bh�µB ,
(3)

with �T ⌘ T �T
CEP, �µB ⌘ µB �µ

CEP
B , and constants

Ai, Bi. For the extrapolation of the poles to the real axis,
we would like to follow the path of the LYE. Expressed
in terms of the scaling variable z ⌘ t/|h|

1/��, it has a
constant position [17]

zLYE = |zLYE| e
i⇡/2��

. (4)

Here �,� are the well known critical exponents of the 3-d,
Z(2) universality class; we use the values � = 0.326419,
� = 4.78984 [32]. For a discussion of the universal con-
stant |zLYE| see [33–36]. Plugging eq. (3) into eq. (4)
then implies that µLYE should scale [37] as

ReµLYE = µ
CEP
B + c1�T + c2�T

2 +O(�T
3)

ImµLYE = c3�T
��
,

(5)

where the coe�cients ci are functions of the mixing pa-
rameters Aj , Bj . In particular we have c1 = Ah/Bh,

200
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FIG. 4. Scaling fits for the LYE singularities related to the
CEP. Green data come from a [4,4] Padé from Ref. [7]. Blue
data come from the multi-point Padé. Top: Scaling of the
real part. Bottom: Scaling of the imaginary part. The ellipses
shown in the top panel represent the 68% confidence region
deduced from the covariance matrix of the fit. The orange
box indicates the AIC weighted estimate (6).

which denotes the slope of the transition line at the CEP
in the (T ,µB)-diagram. Note that the presence of the
coe�cient c2 goes beyond the linear ansatz of eq. (3) but
seems important to extrapolate our current data.
We use eq. (5) to simultaneously fit the real and imag-

inary parts of our singularities. In total the fit has 5
parameters, µ

CEP
B , T

CEP, c1, c2, and c3. We checked
that separate fits to real and imaginary parts give very
similar results with slightly reduced errors.

Results for the CEP.—We perform O(105) di↵erent fits
by varying the rational approximation for each tempera-
ture, based on di↵erent intervals and bootstrapping over
the data. The results for the coordinates of the CEP
are presented in Fig. 1 as a histogram, weighted with
(right) and without (left) the Akaike information crite-
rion (AIC). The median and the 68% confidence interval
is estimated and presented in Fig. 1 by star symbols and
error bars. In the AIC-weighted case we find

(TCEP
, µ

CEP
B ) = (105+8

�18, 422
+80
�35) MeV , (6)

where the errors are statistical errors only. The plus sym-
bols represent the arithmetic mean. Also plotted in Fig. 1
as a blue, dashed line is the crossover temperature. It
is interesting to note that the histograms indicate two
branches in the tails of the distribution. Whether these
branches contain further information on the QCD phase
diagram, e.g. on binodal or spinodal lines, will be inter-
esting to discuss in future publications.

In order to compare the N⌧ = 6 results from imag-
inary chemical potential calculations with the eighth-
order Taylor expansion results from N⌧ = 8 [7], the fit

[Clarke et al., 2405.10196]
How to find YLE on the lattice?

How to extrapolate?

• in this case, YLE location  is universal as well

• directly available only from the FRG
zc

3

FIG. 1. The magnitude of the location of the Yang-Lee edge
singularity |zc| as a function of N in three dimensions. The
large N result is indicated by the solid line. There is a non-
monotonous behaviour in the approach to large N limit.

To extract the anomalous dimension, one uses the pro-
jection

⌘�,k = � 1

2Zk
lim
p!0

@
2

@p2


�
2 (@t�k)

�⇡i(p)�⇡i(�p)

�
, (4)

where the choice of i is arbitrary. The result is

⌘�,k =
4vd
(2⇡)d

⇢̄0Ū
00(⇢̄0)

2 (5)
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The above sum is evaluated to a closed form in practice,
though its form its not insightful [50]. It is also important
to note the occurrences of N and the dimension d in
equations (3) and (5). Clearly, one can easily change N

with no other considerations as long as N � 1. As for the
dimension d, we can safely analytically continue d to any
non-integer value.
To extract the scaling function fG(z) for a given N

and d, we first compute the universal critical exponents �
and � along with the non-universal critical amplitudes T0

and H0. The amplitudes are defined via the replacements
t ! t/T0 and h ! h/H0 so as to reproduce the scaling
forms � = (�t)� and � = h

1/� at h = 0 and t = 0
respectively. With these conditions the magnetic equation
of state satisfies the following normalization conditions
fG(z = 0) = 1 and fG(z ! �1) = (�z)� . In terms of
the FRG variables [51]

fG(z = th
�1/�) = h

�1/� lim
k!0

q
2⇢̄0,kkd�1/Zk . (6)

In contrast to lattice Monte-Carlo calculations, FRG does
not have a sign problem; this enables us to evaluate fG(z)
for any complex z. In practice, we fix a real value of t
and numerically find fG(z) at a complex value h = h(z).
Additional care needs to be taken when approaching

the edge singularity using FRG with the Taylor expansion

3.0 3.5 4.0 4.5
d

1.5

2.0

2.5

|z
c|

Mean field

N ! 1
O(1)

O(2)

O(4)

O(100)

FIG. 2. The magnitude of the location of the Yang-Lee
edge singularity |zc| for N = 1, 2, 4, 100 as a function of
the number of dimensions d. The solid line demonstrates
the mean-field value. The dashed lines display a fit moti-
vated by the parametrization of the equation of state for O(1)
|zc| = |zMF

c |
�
1 + (4� d)2[p1 ln(4� d) + p2]

 
, see Ref. [13].

Note that the parameter p2 is non-perturbative and cannot
be found using the ✏-expansion. The dash-dotted line shows
the analytical N ! 1 result of Eq. (8) with � = 2/(d� 2).

method. This is due to the locality of the expansion and
its failure to capture first-order phase transitions. Fur-
thermore, the edge occurs at purely imaginary values of
the external field, another case for which the FRG equa-
tions become numerically challenging. To circumvent this
issue, we note that the edge can be treated as an ordinary
second-order phase transition, and we can determine its lo-
cation by studying the peak of the magnetic susceptibility,
�� / 1/m2

�, at a complex external field with just a small
real part. Given that near the edge the order parameter �
behaves as ���c ⇠ (h2 �h

2
c)

�YL [4], the susceptibility for
the sigma field behaves as �� ⇠ 2h�YL (h2 � h

2
c)

�YL�1.
From this form, we see that for any su�ciently small
Re(h), |��| will have a peak at some Im(h) = hpeak.
Moreover, hpeak is a quadratic function of Re(h) for suf-
ficiently small values of Re(h). Thus, we can scan the
complex h-plane at fixed reduced temperature t along
lines in the first quadrant parallel to the imaginary axis.
Then hc can be determined by incrementally decreasing
Re(h), determining hpeak for each increment, performing
a quadratic fit to the data, and extrapolating to purely
imaginary external fields. From this, we find the location

of the edge as zc = th
�1/�
c .

There are several sources of error in this work, presum-
ably the largest being the systematic error which results
from working in LPA0. One manifestation of the system-
atic error can be the violation of the hyperscaling relation
between the exponents: 2 � ⌘ = d(� � 1)/(� + 1). For
our work, we find this violation to be at the sub-permille
level. Regarding the critical exponents themselves, e.g. for
d = 3 and N = 1(2), the disagreement with well-known
results from Ref. [52] for � is about 0.9% (1.9%). We
note that a potentially large anomalous dimension close

z =
t

h1/βδ

[Connelly, Johnson, FR, Skokov, PRL 125 (2020)]

Im μYLE ∼ ( |zc | /t)−βδ
[Stephanov, PRD 73 (2006)]

[Connelly, Johnson, FR, Skokov, PRL 125 (2020)]
[FR, Skokov, Annals Phys. 444 (2022)]
[Johnson, FR, Skokov, PRD 107 (2023)]

Assuming that the data is in the scaling region of the CEP:

However, scaling regime most likely small, so accurate extrapolations 
require non-universal information 

also use functional methods (WIP)

first exploratory DSE study: [Wan et al, 2401.04957]



CAN WE MEASURE THE CEP?

theory

• susceptibilities of the net-baryon distribution 

χB
n = Tn−4 ∂np

∂μn
B

∼ ⟨(ΔNB − ⟨ΔNB⟩)n⟩
•  scale near CEP

• scaling near the CEP: non-monotonic beam-
energy dependence of kurtosis 

χn

∼ RB
42 = χ4/χ2

What should we see in the BES?

M. Stephanov (UIC) QCD Phase Diagram and BES BNL 2015 11 / 17

What should we see in the BES?

M. Stephanov (UIC) QCD Phase Diagram and BES BNL 2015 11 / 17

[Stephanov, PRL 102 (2009)]

measurements can be sensitive to critical fluctuations, but there are many caveats and subtleties!

experiment: heavy-ion collisions

• measure net-proton distributions 

• smaller collision energy  larger 
P(NP)

→ μB

[STAR (2021)]

• susceptibilities from moments of the distribution

⟨(NP − ⟨NP⟩)n⟩ = ∑
NP

(NP − ⟨NP⟩)n P(NP)
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FIG. 1. Event-by-event net-proton number distributions for head-on
(0-5% central) Au+Au collisions for nine

p
sNN values measured by

STAR. The distributions are normalized to the total number of events
at each

p
sNN. The statistical uncertainties are smaller than the sym-

bol sizes and the lines are shown to guide the eye. The distributions
in this figure are not corrected for proton and anti-proton detection
efficiency. The deviation of the distribution for

p
sNN = 54.4 GeV

from the general energy dependence trend is understood to be due to
the reconstruction efficiency of protons and anti-protons being dif-
ferent compared to other energies.

inverse hyperbolic tangent of the component of speed parallel
to the beam direction in units of the speed of light. The pre-
cise measurement of dE/dx with a resolution of 7% in Au+Au
collisions allows for a clear identification of protons up to 800
MeV/c in transverse momentum (pT). The identification for
larger pT (up to 2 GeV/c, with purity above 97%) is made by
a Time Of Flight detector (TOF) [34] having a timing resolu-
tion of better than 100 ps. A minimum pT threshold of 400
MeV/c and a maximum distance of closest approach to the
collision vertex of 1 cm for each p( p̄) candidate track is used
to suppress contamination from secondaries and other back-
grounds [15, 35]. This pT acceptance accounts for approx-
imately 80% of the total p + p̄ multiplicity at mid-rapidity.
This is a significant improvement from the results previously
reported [35] which only had the p + p̄ measured using the
TPC. The observation of non-monotonic variation of the kur-
tosis times variance (ks2) with energy is much more signif-
icant with the increased acceptance. For the rapidity depen-
dence of the observable see Supplemental Material [34].

Figure 1 shows the event-by-event net-proton (Np �Np̄ =
DNp) distributions obtained by measuring the number of pro-
tons (Np) and anti-protons (Np̄) at mid-rapidity (|y| < 0.5) in
the transverse momentum range 0.4 < pT (GeV/c)< 2.0 for
Au+Au collisions at various

p
sNN. To study the shape of

the event-by-event net-proton distribution in detail, cumulants
(Cn) of various orders are calculated, where C1 = M, C2 = s2,
C3 = Ss3 and C4 = ks4.

Figure 2 shows the net-proton cumulants (Cn) as a func-
tion of

p
sNN for central and peripheral (see Supplemental

Material [34] for a magnified version). Au+Au collisions.
The cumulants are corrected for the multiplicity variations
arising due to finite impact parameter range for the measure-
ments [7]. These corrections suppress the volume fluctuations
considerably [7, 36]. A different volume fluctuation correc-
tion method [37] has been applied to the 0-5% central Au+Au
collision data and the results were found to be consistent with
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FIG. 2. Cumulants (Cn) of the net-proton distributions for central
(0-5%) and peripheral (70-80%) Au+Au collisions as a function of
collision energy. The transverse momentum (pT) range for the mea-
surements is from 0.4 to 2 GeV/c and the rapidity (y) range is -0.5 <
y < 0.5.

those shown in Fig 2 . The cumulants are also corrected for
finite track reconstruction efficiencies of the TPC and TOF
detectors. This is done by assuming a binomial response of
the two detectors [35, 38]. A cross-check using a different
method based on unfolding [34] of the distributions for central
Au+Au collisions at

p
sNN = 200 GeV has been found to give

values consistent with the cumulants shown in Fig. 2. Further,
the efficiency correction method used has been verified in a
Monte Carlo calculation. Typical values for the efficiencies
in the TPC (TOF-matching) for the momentum range stud-
ied in 0-5% central Au+Au collisions at

p
sNN = 7.7 GeV are

83%(72%) and 81%(70%) for the protons and anti-protons,
respectively. The corresponding efficiencies for

p
sNN = 200

GeV collisions are 62%(69%) and 60%(68%) for the protons
and anti-protons, respectively. The statistical uncertainties
are obtained using both a bootstrap approach [28, 38] and
the Delta theorem [28, 38, 39] method. The systematic un-
certainties are estimated by varying the experimental require-
ments to reconstruct p ( p̄) in the TPC and TOF. These require-
ments include the distance of the proton and anti-proton tracks
from the primary vertex position, track quality reflected by the
number of TPC space points used in the track reconstruction,
the particle identification criteria passing certain selection cri-
teria, and the uncertainties in estimating the reconstruction ef-
ficiencies. The systematic uncertainties at different collision
energies are uncorrelated.

The large values of C3 and C4 for central Au+Au collisions
show that the distributions have non-Gaussian shapes, a possi-
ble indication of enhanced fluctuations arising from a possible
critical point [11, 22]. The corresponding values for periph-



RIPPLES OF THE CEP

Comparison to BES-II

• In comparison to BES-I, BES-II results are better consistent 
with the theoretical prediction. 

• Results in the energy regime of fixed-target experiments, i.e. 
3 GeV 7.7 GeV, are now very important!! It will 
finally tell us whether there is a CEP.

≲ sNN ≲

Net baryon (proton) 
number Kurtosis:

14

low-energy model with QCD and HIC input:
[Fu, Luo, Pawlowski, FR, Yin, 2308.15508] • no criticality seen at (putative) freeze-out

• still, functional methods see pronounced non-
monotonicity at low beam-energies

need data between : FAIRs = 3 − 8 GeV

first (exploratory) QCD results using DSE: 
[Isserstedt et al., PRD 100 (2019)]

[Bernhardt, Fischer, Isserstedt, PLB 841 (2023)]
beam energy:

where the particles freely stream to the detector∼

• peak position only sensitive to freeze-out 
location, its height is sensitive to the distance 
from the CEP

• no sign of the CEP in experimental data

criticality not necessary for non-monotonic 
 dependence of s R42



CRITICALITY
If the system "closely" passes the CEP, it is governed by universal critical behavior

• correlation length  diverges at CEP in equilibrium,   

• critical slowing down: relaxation time also diverges,   

• slow modes and conserved quantities determine dynamic universality

ξ ξ ∼ (T − Tc)−ν

τ ∼ ξz

static critical exponent

[Rajagopal, Berdnikov (1999)]model G for the chiral transition
model H for the CEP 

[Halperin, Hohenberg, RMP 49 (1977)]
[Son, Stephanov, PRD 70 (2004)]

Critical exponents are necessary to describe the system in the critical scaling regime. (F)RG is made for that.
Example: dynamic critical exponent from real time FRG (review: [Dupuis at al., Phys. Rep. 910 (2020)])

dynamic critical exponent

6

FIG. 6: Dynamical critical exponent z defined in
Eq. (8) as a function of the spatial dimension d.
✏-expansion for ⌘� in Eq. (29) and x� in Eq. (9) are also
presented as comparison.

behavior of x⌘ di↵ers. Results from the fRG calculations
and ✏-expansion are comparable only as the spatial di-
mension approaches 4. Additionally, our result for x⌘

exhibits non-monotonic behavior when d . 2.5.
Finally, the dynamic critical exponent z as a function

of spatial dimension d is shown in Fig. 6. The anomalous
dimensions ⌘� and x� are obtained from Fig. 4 and Fig. 5
for our real-time fRG computation, respectively. The ✏-
expansion results for ⌘ are taken from Eq. (29) and for x�

from Eq. (9). Since the order parameter is a conserved
quantity, the dynamic critical exponent z = 4 for spatial
dimension d = 4. Both results are highly consistent, with
only minor di↵erences emerging as the spatial dimension
approaches 2.

V. SUMMARY AND OUTLOOK

In this work, we investigate the critical dynamics of
Model H, which describes a conserved order parameter
field coupled with the transverse momentum density, us-
ing the real-time fRG approach. The Langevin equa-
tion of Model H incorporates kinetic terms and coupling
mode interactions. By integrating the noise terms and in-
troducing the Martin-Siggia-Rose response field, i.e., the
“q” type fields, which encode fluctuation e↵ects in the
Schwinger-Keldysh field theory, we obtain the RG scale-
dependent e↵ective action to address the dynamics with
the fRG approach.

We solve the one-point and two-point correlation func-
tions of the e↵ective action to derive the flow equations
for the e↵ective potential, transport coe�cient �k, and
shear viscosity ⌘k. The contributions of mode couplings
to the flow of �k and ⌘k are considered. We introduce
the fixed-point equation for a coupling constant f , which
determines the dynamical scaling behavior. The global

fixed-point solution of the e↵ective potential is obtained
by integrating the flow equation from large to vanishing
field. Subsequently, the anomalous dimensions for the
transport coe�cient x� and shear viscosity x⌘ are de-
termined according to their scaling forms in the critical
regime. Finally, the dynamic critical exponent for the
order parameter is computed.
Our results for the anomalous dimension x� and and

the dynamic critical exponent show excellent consistency
with the perturbative ✏-expansion results from previous
studies in the range 2  d  4. Only small deviations
emerge as the spatial dimension approaches 2. However,
result for anomalous dimension x⌘ from fRG computa-
tion and ✏-expansion are comparable only in a narrow
range of spatial dimensions close to 4. Additionally, x⌘

exhibits non-monotonic behavior for d . 2.5. From the
previous analysis[30], the dynamics of QCD critical end
point and Model H belong to the same dynamic universal-
ity class. Our results predict a dynamic critical exponent
z = 3.0507 for d = 3.
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Appendix A: Propagators and mode-coupling
vertices

As mentioned in Sec. III, in the real-time fRG frame-
work, the definition of propagators correspond to two-
point function of the e↵ective action which contain the
retarded, advanced and Keldysh components. The gen-
eral definition of the propagator is

G�i�j ,k =

✓
�
2�k[�]

��i��j
+R�,k

◆�1

. (A1)

Taking the functional derivative with the di↵erent types
of fields in above equation. In this work, the specific
forms of the propagators are

iG
R
�,k(q) =

i

q0 + i�kq2
⇣
q2

⇣
1 + rB

⇣
q2

k2

⌘⌘
+m2

�,k

⌘ ,

iG
A
�,k(q) =

i

q0 � i�kq2
⇣
q2

⇣
1 + rB

⇣
q2

k2

⌘⌘
+m2

�,k

⌘ ,

iG
K
�,k(q) =

4�kq2

q20 +
h
�kq2

⇣
q2

⇣
1 + rB

⇣
q2

k2

⌘⌘
+m2

�,k

⌘i2 .

(A2)

Figure 8: Extraction of the dynamic critical exponent z for various spatial dimensions d.

The blue data point is extracted from the inflection point of k@k log�
�

k
versus log k, the

orange data point is extracted from the minimum point of k@k logDn

k
(k) versus log k, the

green data point is extracted from the minimum point of p@p logDn

k=0(p) versus log p.

universal scaling function, which we can extract from our FRG calculations as described

in the following. Using (6.9), we can infer the analogous scaling relation for the di↵usion

coe�cient defined in Eq. (6.7), which evaluated at k = 0 assumes the form

Dn(p, ⌧) = s2�znDn(sp, s1/⌫⌧) . (6.10)

Setting the scale parameter s so that s1/⌫⌧ = 1 in (6.10), the momentum and temperature

dependence of the di↵usion coe�cient in Eq. (6.7) can equivalently be written as

Dn(p, ⌧) = ⌧�⌫(2�zn)Dn(⌧
�⌫p, 1) . (6.11)

Expressing the dimensionless quantity ⌧�⌫ in terms of the correlation length

⇠(⌧) = f+
⇠

⌧�⌫ + less singular , (6.12)

one then finds that the reduced temperature and momentum dependence of the di↵usion

constant can be expressed in terms of a universal scaling function L(x) as

Dn(p, ⌧) = D+
n

 
⇠(⌧)

f+
⇠

!2�zn

L (⇠(⌧)p) , (6.13)

up to a non-universal amplitude D+
n , which upon adopting the normalization condition

L(1) = 1, is determined from the critical divergence of the di↵usion coe�cient as

D+
n = lim

⌧!0+
⌧⌫(2�zn)Dn(p = 1/⇠(⌧), ⌧) . (6.14)

When considering p ⌧ 1/⇠(⌧), the universal scaling function L(x ⌧ 1) approaches a

constant such that one recovers the critical divergence of the di↵usion coe�cient,

Dn(0, ⌧) ⇠ ⌧�⌫(2�zn) , (6.15)
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model G
[Roth et al., 2403.04573]

model H
[Chen, Tan, Fu, 2406.00679]



TO SCALE OR NOT TO SCALE
Universality is very powerful, but where does it apply?

• universality occurs if the system is scale invariant

• RG: scale invariance if system can be linearized around fixed point
critical region is uniquely defined

Example: size of the critical region of the chiral transition: 

• chiral condensate for different quark masses • determine breakdown of scaling from QCD data

Δ̄l(T, mπ) = m2/δ
π fG(z) + freg(T, mπ) tiny critical region: mπ ≲ 5 MeV

small critical regions typical for thermal phase transitions, most likely including the CEP (WIP)

[FR  fQCD Collaboration, 2310.19853]∈



QCD PHASE DIAGRAM

• need more 4-quark channels to 
improve systematics at large 

• CEP at 

• indications for a moat regime

μ

(T, μB) = (107, 635) MeV

[Fu, Pawlowski, FR, PRD 101 (2019)]

First result for the chiral transition with  flavors at finite  and Nf = 2 + 1 T μB

Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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THE MOAT REGIME
Modes with modified dispersion appear at large :μB E2(p2) = Z(p2) p2 + m2 = z p2 + wp4 + 𝒪(p6) + m2

z = 1
z = 0.5
z = -0.6
z = -2.1
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homogeneous 
configuration

"homogeneous pattern"

spatial modulations 
(patterns)

favored momentum 
(wavenumber)

analogy in condensed matter:
Friedel oscillations

[FR, Yin (in preparation)]

position space:

⟨ϕ(r)ϕ(0)⟩ ∼ e−mr

⟨ϕ(r)ϕ(0)⟩ ∼ sin(k0r) e−mr



PATTERN FORMATION
The energy gap might close: instability towards formation of an 

inhomogeneous condensate

Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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p20

 for all E > 0 p2  at :E = 0 p2 > 0

E

p20
k2

0

• common in low-energy models

• found in QCD model with DSE:

?
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Figure 5: The same as Fig. 4 but for the MTIR model (left) and the QCIR model (right).

dynamic. It is interesting to note this consistency and the phase diagrams we can extrapolate from our
results (Fig. 6) are similar to those in Ref. [39].

Finally, there is one subtle point, made in Ref. [8] that we find is important to point out. In the GN
model, where the full analytic solution is known, there is an inhomogeneous region slightly to the left of the
homogeneous first-order transition, where the homogeneous broken solution is preferred over the symmetric
solution. In this region, Ref. [8] shows that if one performs a stability analysis of the broken solution, it
is found to be stable, and the symmetric solution is unstable. However, the full analytic solution shows
the ground state to be inhomogeneous. They discuss the emergence of a “potential barrier” that causes
the homogeneous broken phase to become stable against inhomogeneous perturbation in this region, even
though the broken phase is preferred over the symmetric one and even though the true analytic solution
shows an inhomogeneous phase.

6. Conclusions and Outlook

We have applied the framework introduced in Ref. [25] for the first time to search for crystalline phases.
Our findings within Rainbow-Ladder truncation with modelled running coupling are positive, an instabil-
ity towards inhomogeneous breaking of chiral symmetry does exist, the WW solution is unstable against
translational symmetry breaking. However, in order to really guarantee that the phase is realised at larger
chemical potentials, two extra ingredients are necessary. We need a clear determination of the first-order
phase transition line, and, since we do not have an analogue of the homogeneous chiral phase boundary
that we can use to further guarantee the parameter space of our test-functions is su�ciently big, a more
systematic search is warranted.

Nevertheless, we point out that the tendency towards crystallisation that is seen in NJL and QM models,
also exists for the models we studied here. We intend to give a clearer determination of whether or not these
phases play a role in high density physics on a future publication, by use of a truncation that takes us much
closer to QCD than simple models.

Furthermore, it is important we state that the truncation and models we studied in this paper do
not capture all relevant physics. It is well established in the literature that quantum fluctuations might
disorder inhomogeneous phases [40, 41, 42, 43], in particular fluctuations by the Nambu-Goldstone bosons
associated with the breaking of translational symmetry (the phonons, leading to the so-called Landau-Peierls
instability) and flavour symmetry (the pions, see [41]). If these phases are disordered by fluctuations, they
do not, however, go back to a normal homogeneous phase. Rather, they become either liquid-crystals or the
so-called Quantum Pion Liquid (QPL). What a stability analysis can then say is that there most certainly
is something going on in this region. It could be an inhomogeneous phase, or it could be some other exotic

14

"Turing pattern"

Theo Motta's talk on Thursday
[Motta, Bernhardt, Buballa, Fischer (2024)]



Is an inhomogeneous instability always possible/lead to Turing patterns? 

No: formation of inhomogeneous phases depends on dynamics of soft 
(massless) modes (e.g., Goldsones from (spatial) symmetry breaking).

other types of patterned phases possible 

fluctuation-induced instabilities of inhomogeneous phases

TYPES OF PATTERNS

• inhomogeneous phases are a typical mean-field result             
(no Goldstone fluctuations; also true for the previous DSE result)

• FRG: inhomogeneous phase may only exist at intermediate scales 

quantum pion liquid
⟨ϕ(r)ϕ(0)⟩ ∼ sin(k0r) e−mr

liquid crystal
⟨ϕ(r)ϕ(0)⟩ ∼ sin(k0r) r−α

inhom. phase
⟨ϕ(r)ϕ(0)⟩ ∼ sin(k0 r)

22

FIG. 11. (Color online) Scaled condensate (position of the minimum) σmin(t)/σ0 as a function of t = − ln(k/µq) with µq = 40σ0.
Left: at a given constant temperature T = 10−4σ0 but for different values of shell thickness µ̄. Right: in the thin-shell limit
µ̄ = 0.0, but for different values of temperature T . Other relevant parameters are: nD = 6, hs = hv ≡

√
nD, ω0 = 0.0,

ω∥ = 0.2µ̄/π2, and σ0 = 10 MeV, respectively.

which we can rewrite as

∂tu(k,σ) +
d

dσ
g(t, u′(k,σ)) =

d

dσ
S(t,σ) . (104)

Equation (104) is a non-linear diffusion equation, like the heat equation, with an additional source term induced
by the fermions. If we let us then guide by the interpretation of the FRG flow equation as a diffusion equation, t can
be considered as a time variable for the FRG flow, while σ can be interpreted as a spatial variable. In this specific
case u(k,σ) plays the role of a fluid “density”, whose evolution properties are governed by the two contributions we
introduced in Eq. (104) and that we are about to detail. It is clear that, once the association between the FRG flow
equation and a diffusion equation has been demonstrated, we are then allowed to exploit the wide and well-established
toolbox of powerful numerical methods that have been developed to solve hydrodynamic equations. In particular, we
will use the so-called Kurganov and Tadmor (KT) scheme [70].
First of all, the radial σ-mode produces the diffusion term

g(t, u′) =
µ2
q

π2

k(t)3

Eb
k(u

′(k,σ))

{

1 + 2nb

[

β
(

2Eb
k(u

′(k,σ)
)]}

, (105)

since it depends on the curvature mass u′(k,σ). From a fluid-dynamical perspective, diffusion leads to a smearing
of the solution, since it depends on the gradient of the solution itself. This implies that the conserved quantity is
transported from regions in the spatial domain where it is more concentrated, i.e., where the solution significantly
differs from a constant one, to regions where it is less concentrated, i.e., where it is closer to a constant one, which by
definition is left unchanged by diffusion. According to these features, the diffusion term plays a fundamental role in
the dynamics of symmetry restoration.
On the other hand, the fermionic loop gives rise to a time- and σ-dependent source term

S(t,σ) =
2nDµ2

q

π2

k(t)3

Ek(σ)

{

1− nf

[

β
(

Ek(σ) + µ̃(ω∥µ)
)]

− nf

[

β
(

Ek(σ)− µ̃(ω∥µ)
)]}

, (106)

which is independent of the conserved quantity u(k,σ). According to this observation, the fermionic contribution
turns out to be completely independent of the effective potential and of its time evolution, so it receives no feedback
from the bosonic sector.
If one considers the case µ̃ = 0, and performs the σ-derivative of Eq. (106), as indicated in Eq. (104), one finds a

source-like, positive contribution to the flow equation for σ < 0 and a sink-like negative contribution for σ > 0. This
is not trivially true for µ̃ ̸= 0, and also some high peaks and shocks in the field space may develop, especially in the
low-temperature case [55].
The results obtained within the FRG approach show that the effective potential develops a nonzero minimum at

a finite RG scale, which breaks the Z2 symmetry of the potential. However, at a later RG scale the symmetry is

[Landau, Lifshitz, Stat. Phys. I, §137]
[Lee et al., PRD 92 (2015)]
[Hidaka et al., PRD 92 (2015)]
[Pisarski, Tsvelik, Valgushev, PRD 102 (2020)]

[Jeong, Murgana, Dash, Rischke, arXiv:2407.13589]



QCD PHASE DIAGRAM

THE PHASES OF QCD

hadrons
color superconductor

quark-gluon plasma

� ���� ����
�

���

���

�� [���]

�
[�
��

]

αS

?

early universe & LHC

RHIC

FAIR & others

neutron stars

Experiments:

heavy-ion collisions

e.g. gravitational waves

WHERE DO WE EXPECT TO FIND PATTERNS?

patterns are expected in the "unknown" 
region of the phase diagram

search for patterns in 
heavy-ion collisions!

this is/will be covered by FAIR/CBM 
and other fixed target experiments



SEARCH FOR PATTERNS IN HICS
intuitive idea

Characteristic feature of patterned regimes: modes with minimal energy at nonzero momentum 

 enhanced particle production at nonzero momentum⇒

look for signatures in the momentum dependence of particle correlations 

[Pisarski, FR, PRL 127 (2021)]

Example: pion interference (HBT correlations)

P [MeV]

ΔP
out [MeV]

n2
 [M

eV
-4

]

P [MeV]

ΔP
out [MeV]

n2
 [M

eV
-4

]

P [MeV]

ΔP
side [MeV]

n2
 [M

eV
-4

]

P [MeV]

ΔP
side [MeV]

n2
 [M

eV
-4

]
P [MeV]

ΔP
out [MeV]

n2
 [M

eV
-4

]

P [MeV]

ΔP
out [MeV]

n2
 [M

eV
-4

]

P [MeV]

ΔP
side [MeV]

n2
 [M

eV
-4

]

P [MeV]

ΔP
side [MeV]

n2
 [M

eV
-4

]

[FR, Pisarski, Rischke, PRD 107 (2023)]

no moat moat



moat peak

PARTICLE CORRELATIONS AND SPECTRAL FUNCTIONS
Two-particle correlations measured in experiment determined by in-medium spectral functions

[Pisarski, FR, PRL 127 (2021)]
[FR, Pisarski, Rischke, PRD 107 (2023)]

 C(P, ΔP) = ∫X
e−iΔP⋅X f(X, P) ρ(X, P)

• spectral functions can be computed directly with the FRG & DSE

• example: pion channel spectral function in QCD in the moat regime

[Floerchinger, JHEP 1025 (2012)]
[Kamikado et al., EPJ C74 (2014)]

[Horak, Pawlowski, Wink, PRD 102 (2020)]
⋮

[Fu, Pawlowski, Pisarski, FR, Wen, Yin (in preparation)]

experimental signatures of patterns 
from functional QCD input (WIP)



GOING TO LARGE DENSITY. SYSTEMATICALLY

(closely above the phase transition temp.)

chiral condensate :
hadronic phase

∼ ⟨q̄q⟩ quark Cooper-pair :
color-superconductor

∼ ⟨qq⟩

[Braun, Leonhardt, Pospiech, PRD 101 (2020)]

"dynamical decision" about favored ground state

• formation of new phases signaled by resonances in 
4-quark scattering

• complete sets of 4-quark scattering channels can be 
constructed

• momentum dependence can be used to study emergent 
bound states in detail (directly related to Bethe-Salpeter 
equations)

[Eichmann et al., PPNP 91 (2016)]
[Fu et al., 2401.07638]

[Fukushima et al., arXiv:2308.16594]

e.g., [Braun, J. Phys. G 39 (2012)]

• large-  EoS and color-superconducting gap directly 
accessible 

μ

[Müller, Buballa, Wambach, EPJ A 49 (2013)]
[Leonhardt et al. PRL 125 (2019)]

[Geissel, Gorda, Braun, PRD 110 (2024)]
[Lu et al., arXiv:2310.16345]

⋮



SUMMARY

functional methods can be used to study the QCD from first principles 
a lot of progress at finite density and real time in recent years 

a lot more needs to be done 
a lot I couldn't cover here 

and I apologize for that

fQCD Collaboration: 
Braun, Chen, Fu, Gao, Ihssen, Geissel, Huang, Lu, Pawlowski, FR, Sattler, 

Schallmo, Stoll, Tan, Toepfel, Turnwald, Wen, Wessely, Yin, Zorbach



BACKUP



FUNCTIONAL METHODS FOR QCD
The starting point is always the same: the classical QCD action. (Usually) with gauge fixing

SQCD[φ] = ∫x{q̄ (γμDμ − mq) q −
1
4

Fa
μνFa

μν −
1
2ξ (∂μAμ)2} Dμ = ∂μ − igAa

μ Ta

Fa
μν Ta = [Dμ, Dν]

• covariant derivative 
and field strength:

The end point can be expressed in terms of the effective action Γ

Γ[ϕ] = sup
J {∫x

J(x) ϕ(x) − ln Z[J]} ϕ =
δ ln Z

δJ
= ⟨φ⟩

contains all fully dressed correlation functions; quantum analogue of action S

Gauge-invariance is encoded in non-Abelian Ward-identities (Slavnov-Taylor identities)

symmetry relations between 
correlation functions

BRST charges Φ = q, q̄, A, c, c̄

 + ( -dependent terms for the FRG)∫x

δΓ[Φ, Q]
δQ(x)

⋅
δΓ[Φ, Q]

δΦ(x)
= 0 Rk

[Ellwanger, PLB 335 (1994)]

FRG application: [Pawlowski, Schneider, Wink, 2202.11123]



FUNCTIONAL RENORMALIZATION GROUP
Turn the path integral into a differential equation through the regulator-induced RG-scale -dependencek

flow equation ∂kΓk[ϕ] =
1
2

Tr[(Γ(2)
k + Rk)−1 ⋅ ∂kRk] =

1
2[Wetterich (1993)]

[credit: J. Pawlowski]

• start from small length scale/large energy scale :  

• successively incorporate quantum corrections by lowering 

Λ ≫ ΛQCD ΓΛ ≈ SQCD

k

ΓΛ ≈ S Γk Γ0 = Γ

lowering zooming out/coarse-grainingk =
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Figure 1. Full two-point Dyson-Schwinger equations of Landau gauge Yang-Mills theory. All internal propa-

gators are dressed. Thick blobs denote dressed vertices. Wiggly lines are gluons, dashed ones ghosts.

We can thus use the available information on the vertices [19, 31] for this solution type to infer that
the neglected two-loop diagrams cannot interfere with the IR asymptotics. Actually they are even
more IR suppressed than the gluon loop which is itself subleading in the deep IR. Note that such
IR considerations can be done for the complete tower of functional equations [23, 52] with the only
possible caveat being cancellations between IR leading contributions. Furthermore, two-loop diagrams
contribute with a higher power of the coupling in the UV and are thus normally negligible there also.
However, in the mid-momentum regime they contribute quantitatively to the gluon dressing, which,
as we will demonstrate in Sec. 3.2, can have an important impact on the UV behavior of the ghost in
two dimensions. For more details we refer to that section.

In order to obtain a scalar equation from the gluon DSE we project it with the transverse projector,
yielding

1

G(p2)
= 1 +Nc g

2

Z

q
Z(q2)G((p+ q)2)KG(p, q)�

Ac̄c(q; p+ q, p), (2.7)

1

Z(p2)
= 1 +Nc g

2

Z

q
G(q2)G((p+ q)2)Kgh

Z (p, q)�Ac̄c(p; p+ q, q)

+Nc g
2

Z

q
Z(q2)Z((p+ q)2)Kgl

Z (p, q)�A3

(p, q, p+ q). (2.8)

The quantities �Ac̄c and �A3

are dressing functions of the ghost-gluon and three-gluon vertices, re-
spectively, and

R
q stands for

R
d2q/(2⇡)2. The kernels KG, Kgh

Z and Kgl
Z are given explicitly in

Appendix A.
The dressed ghost-gluon vertex is described by two dressing functions

�Ac̄c,abc
µ (k; p, q) := i g fabc

�
Pµ⌫(k)p⌫D

Ac̄c
t (k; p, q) + kµD

Ac̄c
l (k; p, q)

�
. (2.9)

The basis tensors have been chosen such that DAc̄c
t (k; p, q) and DAc̄c

l (k; p, q) are the purely transverse
and longitudinal dressing functions, respectively. After transverse projection then only DAc̄c

t (k; p, q)
contributes and �Ac̄c(k; p, q) from eqs. (2.7) and (2.8) can be identified with DAc̄c

t (k; p, q).1 The bare
vertex is given by i g fabcpµ.

1In the notation of [4] we have DAc̄c
t (k; p, q) = A(k; p, q) and DAc̄c

l (k; p, q) = B(k; p, q) +A(k; p, q) p · k/k2.
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Figure 1. Full two-point Dyson-Schwinger equations of Landau gauge Yang-Mills theory. All internal propa-

gators are dressed. Thick blobs denote dressed vertices. Wiggly lines are gluons, dashed ones ghosts.

We can thus use the available information on the vertices [19, 31] for this solution type to infer that
the neglected two-loop diagrams cannot interfere with the IR asymptotics. Actually they are even
more IR suppressed than the gluon loop which is itself subleading in the deep IR. Note that such
IR considerations can be done for the complete tower of functional equations [23, 52] with the only
possible caveat being cancellations between IR leading contributions. Furthermore, two-loop diagrams
contribute with a higher power of the coupling in the UV and are thus normally negligible there also.
However, in the mid-momentum regime they contribute quantitatively to the gluon dressing, which,
as we will demonstrate in Sec. 3.2, can have an important impact on the UV behavior of the ghost in
two dimensions. For more details we refer to that section.

In order to obtain a scalar equation from the gluon DSE we project it with the transverse projector,
yielding

1

G(p2)
= 1 +Nc g

2

Z

q
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Ac̄c(q; p+ q, p), (2.7)
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(p, q, p+ q). (2.8)

The quantities �Ac̄c and �A3

are dressing functions of the ghost-gluon and three-gluon vertices, re-
spectively, and

R
q stands for

R
d2q/(2⇡)2. The kernels KG, Kgh

Z and Kgl
Z are given explicitly in

Appendix A.
The dressed ghost-gluon vertex is described by two dressing functions

�Ac̄c,abc
µ (k; p, q) := i g fabc

�
Pµ⌫(k)p⌫D
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The basis tensors have been chosen such that DAc̄c
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l (k; p, q) are the purely transverse
and longitudinal dressing functions, respectively. After transverse projection then only DAc̄c

t (k; p, q)
contributes and �Ac̄c(k; p, q) from eqs. (2.7) and (2.8) can be identified with DAc̄c
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Figure 1. Full two-point Dyson-Schwinger equations of Landau gauge Yang-Mills theory. All internal propa-

gators are dressed. Thick blobs denote dressed vertices. Wiggly lines are gluons, dashed ones ghosts.

We can thus use the available information on the vertices [19, 31] for this solution type to infer that
the neglected two-loop diagrams cannot interfere with the IR asymptotics. Actually they are even
more IR suppressed than the gluon loop which is itself subleading in the deep IR. Note that such
IR considerations can be done for the complete tower of functional equations [23, 52] with the only
possible caveat being cancellations between IR leading contributions. Furthermore, two-loop diagrams
contribute with a higher power of the coupling in the UV and are thus normally negligible there also.
However, in the mid-momentum regime they contribute quantitatively to the gluon dressing, which,
as we will demonstrate in Sec. 3.2, can have an important impact on the UV behavior of the ghost in
two dimensions. For more details we refer to that section.
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Figure 1. Full two-point Dyson-Schwinger equations of Landau gauge Yang-Mills theory. All internal propa-

gators are dressed. Thick blobs denote dressed vertices. Wiggly lines are gluons, dashed ones ghosts.
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IR considerations can be done for the complete tower of functional equations [23, 52] with the only
possible caveat being cancellations between IR leading contributions. Furthermore, two-loop diagrams
contribute with a higher power of the coupling in the UV and are thus normally negligible there also.
However, in the mid-momentum regime they contribute quantitatively to the gluon dressing, which,
as we will demonstrate in Sec. 3.2, can have an important impact on the UV behavior of the ghost in
two dimensions. For more details we refer to that section.
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Figure 17. The three-gluon vertex DSE. All internal propagators are dressed. Thick blobs denote dressed

vertices. Wiggly lines are gluons, dashed ones ghosts.
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Figure 18. Dressing of the three-gluon vertex, see Eq. (B.1). Only the beginning of the IR divergence is

shown by cutting all data below �10. Top left: Angle fixed at arccos(�0.41625). Top right: One momentum is

fixed at
p
0.00007786 g. Bottom right: Symmetric configuration. The solid/red line is with the ghost triangle

only, the dashed/green one with both triangles and the dotted/blue line with all five diagrams.
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Figure 14. The ghost-gluon vertex DSE. All internal propagators are dressed. Thick blobs denote dressed

vertices. Wiggly lines are gluons, dashed ones ghosts. The employed truncation consists of the first, the second

and the fourth diagrams.

two dimensions is thereby advantageous because we only have to calculate two-dimensional integrals,
whereas in three and four dimensions the integrals are three-dimensional. Furthermore, in contrast to
four dimensions, the UV behavior is trivial. This calculation is therefore also an exploratory study for
future calculations in four dimensions to extend the currently employed truncation schemes beyond
the propagator level.

We will again use the transversely projected gluon DSE so that only one dressing function of the
ghost-gluon vertex is relevant. Three-point functions depend on three variables for which we choose the
squares of the two ghost momenta and the angle ' between them. The vertex is calculated for a grid
in these variables. For intermediate points we use linear interpolation. If any momentum is outside
the grid we use the value of the dressing at its boundary. Considering the increased complexity of the
ghost-gluon vertex DSE it was advantageous to derive the kernels with the program DoFun [47, 51].
For solving the DSEs the framework provided by CrasyDSE [68] was used.

The ghost-gluon vertex has two distinct DSEs, which di↵er by the field that is attached to the bare
vertex. We take the DSE where this is the gluon field. Although this DSE seems more complicated
than the other one, since it has more terms, it turns out that in our truncation scheme it is simpler.
The full DSE is shown in Fig. 14. Our truncation of the DSE is motivated again by keeping the
leading IR and UV contributions. The former can be identified by power counting [31] and the latter
by counting the powers of the coupling. Because of the UV argument we can discard all diagrams
containing a bare four-gluon vertex, i. e., all two-loop diagrams, and also the third and fifth diagrams
on the right-hand side. Note that the last one formally occurs at leading order in the IR, but it does
not represent one of the main contributions there, because when we insert the DSE of the irreducible
quartic ghost vertex, we see that the IR leading contribution is a two-loop diagram which should give
only a minor correction to the IR behavior of the ghost-gluon vertex. As verified by our calculations
below already the fourth diagram only yields small corrections to the bare vertex.

The resulting dressings of the propagators and the ghost-gluon vertex are shown in Figs. 15 and
16, respectively. For comparison the plots also contain results presented in the previous sections. The
di↵erences originating in the mid-momentum regime can clearly be seen. Most notably the maximum

– 15 –

+  more equations ...  ∞ truncation necessary

[Huber, Maas, von Smekal, JHEP 11 (2012)]

No small parameter to control the truncations at strong coupling (exception: FRG near 2nd-order transitions).
Still, apparent (and perhaps natural) hierarchy of relevance from low- to high-order correlations.

aim for "apparent convergence"

CORRELATION FUNCTIONS
Example: DSE for the gauge sector



NUCLEAR MATTER FROM THE FRG

Nuclear matter properties from density-channel interactions  ∼ λV (q̄γ0q)2
2

FIG. 1. Static density-density potential Vb(r) (12) as a func-
tion of distance r in the nuclear liquid, computed from QCD
correlation functions in [13]. We identify the position of the
minimum of the potential, db, with a typical length scale for
the distance between nucleons in the nuclear liquid, and the
depth of the minimum with the binding energy ✏b. These are
found to be db ⇡ 8.5(3)GeV�1 and ✏b ⇡ 21(5)MeV.

is not fully taken into account in simple mean-field cal-
culations. We note that this momentum dependence is
reminiscent of the e↵ective nuclear potential, such as the
Skyrme interaction and the Gogny interaction, that is
density-dependent, for a recent review, see [18]. This
can be understood from the correspondence between the
density and the Fermi momentum, or that between the
characteristic inter-particle distance at a certain density
and the momentum scale. In this sense first principles
data on �!(~p) sheds light on the density-dependent phe-
nomenological potential in nuclear physics.

II. THE NUCLEAR LIQUID FROM
DENSITY-DENSITY CORRELATIONS

In this section we put forward an approach for com-
puting the binding energy ✏b in a nuclear liquid at the

saturation density n(sat)
b from quark and baryon correla-

tion functions in first principles QCD. These observables
are encoded in the static potential between nucleons or
the density-density potential Vb(r) in the liquid at a dis-
tance r, and its estimate from QCD correlation functions
is presented in Figure 1. In particular, the density is ob-
tained from the location db of the minimum of the po-
tential, as db is related to the distance between nucleons
in the nuclear liquid. The depth of the potential at db
o↵ers an estimate for the binding energy ✏b.

A. Density-density potential in the nuclear liquid

We proceed with extracting the density-density poten-
tial Vb(r) in the nuclear liquid from density-density corre-
lations in first principles QCD: the static baryon density

nb(~x) with @tnb(x) = 0 describes a number of nucleons
in Nx,

Z

~x2Nx

nb(x) , (1)

where Nx is some infinitesimal neighbourhood of ~x. In
the present spatially homogeneous situation, (1) is di-
rectly related to the average density, the first density mo-
ment, computed by a µb-derivative of the grand potential
⌦ in QCD,

nb =
1

V4

Z

x
hn̂b(x)i = � 1

V4

@⌦

@µb
, (2)

where we have divided out the space-time volume V4.
The grand potential ⌦ is nothing but the e↵ective ac-
tion �QCD of QCD, evaluated on the equations of motion
(EoM), i.e.,

⌦ = �QCD|EoM . (3)

For µb < µos
b , the density is vanishing. Here, µos

b is the
onset chemical potential. For larger baryon chemical po-
tentials, µb > µos

b , the density is non-vanishing. At the
onset chemical potential for symmetric nuclear matter,
the density jumps to the saturation density

n(sat)
b = nb(µ

(os)
b ) 6= 0 , (4)

at the first order nuclear liquid-gas transition. In the

present work we estimate the size of n(sat)
b from Vb(r), but

in Section III we also discuss its derivation from e↵ective
field theory considerations.

The two-body potential Vb(r) is the second static mo-
ment of local density fluctuations in position space and
is given by

Z

x,y
hn̂b(x)n̂b(y)ic =

@2⌦

@µ2
b

, (5)

where the subscript c indicates that the second derivative
of the grand potential w.r.t. the baryon chemical poten-
tial provides the connected part of the density-density
correlation,

hn̂b(x)n̂b(y)ic = hn̂b(~x)n̂b(~y)i � nb(~x)nb(~y) . (6)

The integrand (6) of (5) comprises both observables un-

der investigation: n(sat)
b and ✏b.

It is left to compute the density correlation (5) from
correlation functions in first principles QCD. While (5) is
the integrated correlation, we are interested in the local
one, (6),

hn̂b(x)n̂b(y)ic =
�2�QCD

�µb(x)�µb(y)
, (7)

evaluated for a static situation. Note that in contrast
to (5), the derivatives in (7) are functional derivatives,

• short-distance nuclear repulsion from first 
principles

• first estimates for nuclear matter properties 
very promising

[Fukushima et al., arXiv:2308.16594]

saturation density:  ( )

binding energy:  ( )

n0 ≈ 0.21(16) fm−3 0.16 fm−3

ϵb ≲ 21(5) MeV ϵb = 16 MeV



HIGH-DENSITY EOS
Many properties of neutron stars and their mergers are sensitive to the QCD EoS at high density.
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• EoS and diquark gap in the non-perturbative 
high-density regime from first principles

[Müller, Buballa, Wambach, EPJ A 49 (2013)]
[Müller, Buballa, Wambach, arXiv:1603.02865]

[Leonhardt et al. PRL 125 (2019)]
[Braun, Schallmo, PRD 105 (2021)]
[Braun, Schallmo, PRD 106 (2022)]

[Geissel, Gorda, Braun, PRD 110 (2024)]
[Lu et al., arXiv:2310.16345]

Diquark Gap

5 10 20 30
0

0.1

0.2

0.3

0.4

n/n0

�̄
g
a
p
[G

eV
]

fRG: 1 chan., dyn. hadr. [J. Braun and B. Schallmo ’21]

fRG: Fierz-complete [M. Leonhardt et al. ’19]

low-energy model [Alford et al. ’98]

1

23 / 37


