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The HL-LHC brings unprecedented computing challenges:
the total computing capacity required by the experiments
is expected to be 10 times greater than today.

Large investments in R&D are needed to improve software
and workflows, reduce storage needs, integrate new
resources and solutions from technology providers.

HL-LHC computing needs
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Disk Storage [EB]

ATLAS Preliminary
2022 Computing Model - CPU

¢ Conservative R&D
v Aggressive R&D

— Sustained budget model
(+10% +20% capacity/year)

ATLAS Preliminary .
2022 Computing Model - Disk .

* Conservative R&D
v Aggressive R&D

— Sustained budget model
(+10% +20% capacity/year)
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Upgraded Accelerator
* Higher Luminosity

Changing Filtering
Paradigms

Higher Data Rates
Higher Sensitivity

R&D Investments
R o, e Code modernization, HPC and
- Gonsarvaive np g hardware accelerators

— Sustained budget model
(+10% +20% capacity/year)

Upgraded Detectors
* Higher Granularity
e Higher Occupancy

* Reducing storage needs
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* New techniques, from Al to QC
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New Computing Challenges

Upgraded program = new challenges
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CERN OPENLAB’S MISSION

Our recipe for success

Evaluate and test state- MANAGEMENT Collaborate and
of-the-art technologies in a
challenging environment
and improve them in
collaboration with industry.

exchange ideas with

INNOVATION &  other communities to
KNOWLEDGE TRANSFER  create knowledge and

innovation.

JOINT R&D

Communicate Train the next generation of

results, COMMUNICATION EDUCATION engineers/researchers,
demostrate promote education and
impact, and reach cultural exchanges.

new audiences.
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DRIVING INNOVATION FOR 20 YEARS
2003 2009 2015 7 O 21

SET UP I Vi Seventh
2001 2006 2018 Phase
Vil

=% CERN 5
I+ openlab



Collaboration Model

Pick a
challenging
problem

Requirements

Check how this
proplgm impacts Assessment
OLIS_ITT;paiZted Due Diligence
y industry

If a good match

is found, define Technical
a joint project Negotiation

with a company

Company invests
because can get Legal/Financial

a return from Negotiation
the investment
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Collaboration members

PARTNERS CONTRIBUTORS RESEARCH

intel

INFN
ORACLE R
Comtrade 2& Fermilab
Three-Sixty

SIEMENS
Google

Micron
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XT Al-S
eXascale Technologies Artificial Intelligence
for Science
A comprehensive Analysis and
investigation of HPC development of
and Cloud [ algorithmes,
infrastructures, - optimisation for new

architectures,
interpretability,
synergies between
Physics and other
sciences

frameworks, tools to
support key scientific
workloads and
applications, including
Al, HPC, Digital Twins

O—
—

QTI-C
Quantum Technology
Initiative - Computing

Assess the potential
impact of quantum
computing in HEP and
other sciences,
investigate quantum
machine learning
algorithms and areas of
potential quantum
advantage, setup a
= ~ collaborative quantum
____computing (simulation)

platform

- -

MSC
Multi-Science
Collaborations

Share the expertise and
knowledge generated
- across all activities with =<——"
other sciences, work -
with CERN KT
to explore novel
applications of CERN
computing systems and
ideas, create
collaborations and
contribute to common
solutions




Exascale technologies: Heterogeneous
Architectures Adoption

We collaborate with Intel, E4/NVIDIA, and Micron

lel0

CPU Delivered: HSO6 hours per month

Robust resource growth of resources:

1.0 ~
® Average +20% CPU and disk yearly growth.
0-8 7 ® Consistent with a ‘flat budget’ funding for computing
centres, the de-facto adopted model across all
0.6 -

Funding Agencies for the past 10 years

0.4

0.2

WLCG resources: compute. Image courtesy of Alessandro Di Girolamo et al.
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I ALICE
Bl ATLAS
Bl CMS

mmm LHCb 1 71

rewritten to run on 1
GPUs (and CPUs) ¥ o

porting to GPUs
under development

ms CMS Preliminary 13.6 TeV

690 ms/ev

\ 398 mslev

I

Run 3 — more than 40% online reconstruction offloaded to GPU.
Image courtesy of Andrea Bocci et al.

9


https://docs.google.com/presentation/d/1whovwfXl9M--uCOXwxXh3c9UISHC8f1vuKgWQRcmda0/edit#slide=id.p
https://docs.google.com/presentation/d/1-dfcsRUdFiVEgz-khNgfQWiuxMpokLs68iUI_ClanEw/edit#slide=id.g2570d3839c8_6_205

Exascale technologies: Heterogeneous
Architectures Adoption

We collaborate with Intel, E4/NVIDIA, and Micron

HEPSCORE 2023 CPU BENCHMARKS CUDACPP vs SYCL on NVidia/AMD/Intel GPUs

CPU model (cores), *pre-production sample, ¥+ SMT disabled Variable GPU-grid size (throughput scan) ACAT2022 Fixed GPU-grid size (throughput plateau)

NVIDIAA100 — gg_ttgg gg-ttgg
0 500 1000 1500 2000 2500 3000 3500 4000 : sveL o gegRRRER 106 - SYCL__ W rolics S CUDA
Kokkos
e B cuoa & . £
INTEL XEON 8480+ (224) SNC4* Foyel # g0
sg oc
w ] WS
§§ E& 0
INTEL XEON 8480+ (224)* 2F S5
10* s Za
tt
(99_ttgg) 109
INTEL XEON MAX 9462 (128)* i R EEE RN EEE:
Total Threads Launched

INTEL XEON 8360Y (144) i
» Nvidia GPUs: the performances of the SYCL implementation seems ~comparable to direct CUDA for gg—ttgg

- More fine-grained analysis on the next slide, for different physics processes

INTEL XEON 8362 (64)F sy

# HEPscore '23 « Intel and AMD GPUs: the SYCL implementation runs out of the box
INTEL XEON 8260 (96) ZiEiiiiy s Larger is better
Xe-HP is a software development vehicle for functional testing only - currently used at Argonne and other customer sites to prepare their code for future Intel data centre GPUs
INTEL XEON 8160 ( 96 ) WMM XE-HPC is an early implementation of the Aurora GPU
\ A. Valassi - CPU vectorization and GPUs in Madgraph5_aMC@NLO CERN Openlab workshop, 16 March 2023 16
CPU Benchmarking. Image courtesy of David Southwick et al. GPU Benchmarking. Image courtesy of Andrea Valassi et al.
=¥, CERN
K. 10

1,= openlab


https://indico.cern.ch/event/1225408/contributions/5302299/attachments/2612652/4514750/Technical%20Workshop%2023.pdf
https://indico.cern.ch/event/1225408/contributions/5243830/attachments/2611869/4515015/20230316-MG5aMC-OpenlabWS-AV-v003.pdf

Exascale technologies: Heterogeneous
Architectures Adoption (2)

Flame Graph Reset Seorch

Fortran version R S ptret
Cuda accelerated version

|
85 % of CPU time spentin |
so called “matrix element |
calculations” !

|

I

Matched: 1.2%

Madgraph5_aMC@NLO speedup on NVidia GPUs for fast MCMC simulations.
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Relevant lectures:
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GPU programming

Stephan Hageboeck

IT Amphitheatre (31/3-004)
14:00-16:00, 1 August

Best practices: the theoretical and practical
underpinnings of writing code that is less bad
Axel Naumann

IT Amphitheatre (31/3-004)

14:00-15:30, 3 August
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Exascale Technologies: Advanced
Data and Storage Solutions

We collaborate with Intel, HPE, SIEMENS, Comtrade, and ORACLE.

3,000 |-
» TTree
% S 000 . RNTuple
= | | Parquet
§ . HDF5/row-wise
- 1,000 B HOFS/column-wise
0

1 1
HDD SsD CephFs HDD warm cache

(a): LHCb B2HHH (10/26 branches; compressed) (b): CMS Higgs4leptons (10/84 branches; compressed)

| | | |
1,000 F =
3,000 |- |
= =
iz,ooo = . EQ
2 £ 500
o o
E 1.000 — — 'é HDFS
= =2 =
0 — - B 0 . L =
poD 5D Ceph®® cache 1D EEN CephF> cache
po we'™ Hoo war™

TTree | RNTuple [ Parquet [ HOFs/row-wise || HDFS/column-wise

T T T
TTree W Read bytes | |
B File size

RNTuple

Parquet -
HOF5/row
HDF5/col

1 1 1 1
5
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ROOT’s RNTuple State of Affairs: Throughput and Size. Image courtesy of Javier Lépez-Gémez et al.
1,= openlab
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https://indico.cern.ch/event/1225408/contributions/5243848/attachments/2612461/4514542/openlab-workshop-16032023_RNTuple-DAOS-final.pdf

Exascale Technologies: Advanced
Data and Storage Solutions (2)

Relevant lectures:

of* Highly durable and dense data storage
e ¥e]  through synthetic DNA

.?. 5 Raja Appuswamy
8 D IT Amphitheatre (31/3-004)
14:00-16:00, 8 August

Physics data recording with EQS. Image courtesy of Luca Mascetti et al.

=¥ CERN
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https://indico.cern.ch/event/1225408/contributions/5243956/attachments/2612630/4514378/2023-openlab-EOS-productisation.pdf

Exascale technologies: Al and HPC

We collaborate with Micron, E4/NVIDIA, and ORACLE.

» Micron SB-852 for optical input -> DMA to PC

» Perform NN inference with Micron DLA after
firmware data reduction / zero suppression

» MDLA is embedded within the infrastructure & L1
scouting firmware

Supports up to
200Gb/s 10 over
QSFPs

» [ A\ 2U Host Server
B .Infrastructure firmware s :
R md S f s
o : 1 (Y : :
= . Pre-processing * ' : g SW Zero ;
[ § &data 2 v i |7 Suppression + ||| Surface
g 8x10Gh/s | | reduction | S [i|PCleGen3: Processing : 4¢G Eth. computin
= optical links| : ' i = 1
o S () [ . bmimmm | e iensseanans
:, | SB-852 (VU9P)

%) CERN Deep learning-based trigger embedded on Micron’s board. Image courtesy of Thomas James et al.
s 14
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https://indico.cern.ch/event/1225408/contributions/5243978/attachments/2613031/4515255/tjames_openlab_160323.pdf

Exascale technologies: Al and HPC (2)

We take part to EC-funded CoE RAISE project

Physics simulation

Data selection

Dataset creation

(U

CMS Collision event

Al-based particle flow reconstruction workflow. Image courtesy of Eric Wulff et al.
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GNN training Trained model

2 D
==

S/l ©MS Simulation Preliminary
I| tt +PU, /s =14 TeV

Machine-Learned Particle Flow rece

Data pre-
processing

Event

reconstruction

MLPF event reconstruction [
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https://indico.cern.ch/event/1225408/contributions/5243980/attachments/2613006/4515207/openlab_technical_workshop_RAISE.pdf

Exascale technologies: Al and HPC (3)

We take part to EC-funded CoE RAISE project

Distributed HPO

v

96 GPUs in parallel

Ray Tune train.py: tune.run
e B2 ] [ — ] [ =] — » Using ASHA + Bayesian Optimization

— ii ; ; e » Scalable up to hundreds of GPUs
5y C == £ =Y (= ) (o) L [ et > Mean validation loss decreased by
O — = =T ~44% giving a significant
performance improvement

Model
selection

Run 3 (14 TeV), tt, QCD with PUSO; u, ., mo, T, ¥, single particle guns

CMS Simulation Preliminary
Validation loss

Run 3 (14 TeV), tt, QCD with PUS0 2.50; o ~ Run 3 (14 TeV), tt, QCD with PU50
[ e Training loss
Validation loss

Validation loss

CMS Simulation Preliminary
After hypertuning
Mean and standard deviation of 10 trasnings
Final training loss: 0.864 +/-
Final validation loss: 0.873 +/- 0.091

Assess learning
variability

Better learning

CMS Simulation Preliminary
Before hypertuning 0.75}
! Mean and standard deviation of 10 trainings
Final training loss: 1.57 +/- 0.15
Final validation loss: 1.55 +/- 0.12 050 . 4 ) ) ) . .
=0, 25 50 75 100 125 150 175 200 = 0 25 50 % 100 125 150 175 200
Epochs Frochs [ 1 ]

=¥\ CERN Large-scale distributed hyperparameter optimization (HPO). Image courtesy of Eric Wulff et al.
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https://indico.cern.ch/event/1225408/contributions/5243980/attachments/2613006/4515207/openlab_technical_workshop_RAISE.pdf

Exascale technologies: Al and HPC (3)

Proposed lectures

Introduction to Machine Learning and Deep
@ Ve Learning

'Ti. 5 Michael Kagan
4 O IT Amphitheatre (31/3-004)
14:00-16:30, 13 July

Hyperparameter Optimization for Deep

L]
"-"-l. Learning Models Using High Performance
fi. ;‘-.' Cqmputmg
H D Eric Wulff

IT Amphitheatre (31/3-004)
14:00-16:00, 18 July

=" CERN
I+ openlab

Graph Neural Networks: From fundamentals
to Physics application

llias Tsaklidis
IT Amphitheatre (31/3-004)
14:00-16:00, 17 July

Reinforcement learning and its applications
at CERN

Matteo Bunino
IT Amphitheatre (31/3-004)
14:00-15:30, 21 July
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Digital Twins

We participate to EC project interTwin, and ECMWF’s EMPP.

a I

Expeﬁmen‘tal results "
- Unified InterTwin use cases
—_ Digital Twin
-------------------- ‘ o o
ll: Enﬂ;ne .0.0. ...O. ... [ ]
/ Il-‘I Wt ‘ \ [ ]

Wt 2

e

W

Visualize Generate

[ User interface

/ Resources “Ix .. I .. ‘ o | o
@ \Iv\'terac‘t ’ [ orchestration J o d , o .
Scientists ; J \ S o . b A .

i . =l Physics Earth

: E i Observation
i —JJ :

- Image courtesy of Alexander Zoechbauer et

Distributed Computation : al.

t storage (e.q. GPUS) : = 18

..................................... -—



https://indico.cern.ch/event/1225408/contributions/5249300/attachments/2612822/4516568/digital_twin_alexander_zoechbauer_matteo_bunino.pdf

Digital Twins (2)

We participate to EC project interTwin, and ECMWF’s EMPP.

First proof-of-concept of a machine-learning based global environmental model trained on terabytes of observational data

Spatio-temporal representation
of atmospheric dynamics

ERAS reanalysis

Downscaling

//
] N

@ Predictabili .
7 o e Visual
A — interface
@
Classification
a A N Twi
Historic measurements Missing data Inter Wln
Ialtge scale. Model 7 »
machine learning given by the trained
l neural network
500 TB Disaster support
Transformers architecture R&D at Juelich SSC:
4x10% GPU hours granted
in 2023 Applications
R
=1, CERN . .
Image courtesy of llaria Luise et al. 19
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https://indico.cern.ch/event/1225408/contributions/5249301/attachments/2612991/4515605/AtmoRep_OpenLabWS_16March2023.pdf

Digital Twins (3)

Proposed lectures

o§e Digital twins and their application at CERN
L]

=%\ Jlaria Luise, Alexander Zoechbauer,
Qe Kalliopi Tsolaki
3 J IT Amphitheatre (31/3-004)
14:00-16:00, 7 August
ol Agent-Based Modeling: A Paradigm for Simulating
=%  Complex Systems
% & Lukas Breijtwieser, Tobias Duswald
.:."'- IT Amphitheatre (31/3-004)
14:00-16:00, 19 July
4% Soeniab 20



Quantum computing

Proposed lectures

ofe Basics of quantum computing (theory) ofe Basics of quantum computing (practice)
Py 'lé Alice Barthe =", Su Yeon Chang
*§oqaee’ BE Auditorium Meyrin (6/2-024) 'Ti. <° BE Auditorium Meyrin (6/2-024)
0°  14:00-15:30, 27 July ‘0°7  15:30-17:00, 27 July
e Applications of Quantum Computing: CERN _.'.|: Quantum Kernel Methods (hands-on on
=)  usecase, Quantum Machine Learning and KX '; Quask) _ _
@ @ optimization Voo Francesco Di Marcantonio, Roman
':l- Carla Sophie Rieger ol Wixinger
IT Amphitheatre (31/3-004) IT Amphitheatre (31/3-004)
14:00-15:30, 31 July 15:30-16:00, 31 July
'{:}-ggagnlab
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Evening lectures

Introduction to quantum computing (1/2) | Introduction to quantum computing (2/2)
Ahmed Abdelmotteleb Ahmed Abdelmotteleb

IT Amphitheatre (31/3-004) IT Amphitheatre (31/3-004)
17:00-18:30, 25 July 17:00-18:30, 26 July

Movie night: “Particle Fever”
Mark Levinson

Main Auditorium (500/1-001)
B8]  19:30.22:00, 25 July

=¥ CERN
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