
Quantum Computing Applications 
and use-cases:

Quantum Kernel Methods 

Quantum Technology Initiative

01.08.2023

F. Di Marcantonio

UPV/EHU Quantum Center 

QTI CERN

CERN openlab Summer Student Lecture Programme

R. Wixinger

ETH Zurich



Quantum Machine Learning

01.08.2023 F. Di Marcantonio – UPV/EHU   QTI CERN

R. Wixinger – ETH Zurich

2

Classification

Machine
Learning

Quantum
Computing

Supervised 
Learning



Dataset and Estimators
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• Dataset (supervised) • Estimators (basis functions)
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Linear Classification Problem

01.08.2023 4F. Di Marcantonio – UPV/EHU   QTI CERN

R. Wixinger – ETH Zurich



Support Vector Machine
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Support Vector Machine
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Dual (Lagrange) formulation and kernel trick
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• Primal problem with conditions:
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• Lagrange formula and Khun-
Tucker conditions:

• Final formula:



Kernel Methods
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Kernel Methods: Hands on! 
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Quantum Feature Space
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• Non-linearly separable 
datasets may become linearly 
separable by including new 
features.

Support Vectors

• This transformation is called a 
quantum feature map



Quantum Kernel Estimation
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We use quantum computers to:

• encode the data

• estimate the kernel by measuring the 
fidelity between pairs of feature vectors

Classical computer feeded with the 
quantum kernel Kiz is then used to 
do the SVM according to:

[1] V Havlicek  et al, (2019), Supervised learning with quantum-enhanced feature spaces, Nature

[2] S Moradi et al, (2022), Clinical data classification with NISQ computers, Scientific reports



KERNEL POLARITY

• Finds the similarity between a kernel 𝑘 with feature vectors {𝑥𝑖} and 

labels {𝑦𝑖} and its relative ideal kernel matrix 𝐾𝑖𝑗
∗ = 𝑦𝑖𝑦𝑗

Classical Metrics
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https://docs.pennylane.ai/en/stable/code/qml_kernels.html

𝑇𝐴(𝑘) =
𝑃(𝑘)

||𝐾∗||𝐹||𝐾||𝐹
||𝐾||𝐹 = ෍

𝑖,𝑗=1
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2 ||𝐾∗||𝐹 = ෍
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𝑛

(𝑦𝑖𝑦𝑗)
2;;

𝑃 𝑘 = ෍

𝑖,𝑗=1

𝑛

𝑦𝑖𝑦𝑗𝑘(𝑥𝑖 , 𝑥𝑗)

KERNEL-TARGET ALIGNMENT

• Normalized counterpart of the kernel polarity



Quantum Metrics
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• Computations exponentially hard 
classically

• Expressivity of QML hinder 
generalization because of overfitting

So far, results found with trial and error but 
we need a reliable theoretical framework.

A priori methodology to assess quantum 
advantage according to data and kernels 
considered. 

[3] HY Huang  et al, (2021), Power of Data in Quantum Machine Learning, Nature Comm

[3]



Special Kernels
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• Structure learning kernel
• Projected kernel
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Effective quantum kernel 
hard-classically but with 
limited expressibility 

Both thought to control and 

design better feature maps
Goal



Projected Quantum Kernels
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• Reduce the dimensionality of 

Feature Space by projection of QK:

➢ To better generalize

➢ To keep features into states

classically hard

This projected kernel defines a feature 

map in a subspace of the large Hilbert 

Space. It can still express an high number

of arbitrary functions (and their powers). [3]



Quantum Kernels: Hands on!
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Quantum Kernels: Hands on!
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Bonus Material
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• Quantum Advantage Seeker for Kernels (Developed at CERN)

• Software Engineering Best Practices (Lived at CERN)

• Examples, Exercises and Tutorials (See notebook) 



Bonus Material: QuASK
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Bonus Material: Best Practices
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Bonus Material: Best Practices

01.08.2023 21F. Di Marcantonio – UPV/EHU   QTI CERN

R. Wixinger – ETH Zurich



Summary and Conclusion
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1. Supervised classification problems can be complicated due to 

non linearity of the dataset

2. We choose as estimator a kernel

3. Based on the problem under study we can use Quantum 

Kernel methods

4. We learned how to implement them using the largest quantum 

platform available, i.e. Qiskit

5. We compare with classical methods with metrics

6. QML is advancing and we face new problems!



Conclusions
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1. Decay of the geometric difference with n

2. New techniques for inductive bias

3. QNN may introduce inductive bias -> better than

feature maps?

4. Leverage group structure of the data

5. General-purpose algorithms biased by projected

kernels or kernel bandwidth do not provide quantum 

advantage on classical data.
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WHAT A MESS!



THINGS TO KEEP IN MIND WHEN 
WORKING WITH QUANTUM KERNELS

• Does my task well adapt to the use of quantum kernels?

• Does my technique work with a specific dataset?

• Can I prove it?

• Do I need expressibility reduction techniques?

• Are projected kernels ok? Do I need something different?

• Is my data clean? Do I need preprocessing?

• Is my code working?



PIPELINE



Can we automatize this pipeline?



DATA GENERATION



PREPROCESSING



DEFINITION & USE OF 
QUANTUM KERNELS



DEFINITION & USE OF 
QUANTUM KERNELS



DATA ANALYSIS



STRUCTURE



SOFTWARE STACK



CLI VS API

• QuASK can be integrated within your application



CLI VS API

CLI

• Zero code 
(no need to know Python,
no need to debug)

• Shallow learning curve

• Perfect for fast prototyping

API

• Maximum flexibility

• Easily integrable with existing 
software

• Extends QuASK with new 
functionalities


