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2 Overview

• ACTS developments and current release policy 
• ACTS cuts a new release ~once a week
• Breaking changes in ACTS or changes causing experiment output changes: 

MAJOR version (one MAJOR version per month at most)
• MINOR/PATCH versions should keep compatibility

• The integration problem
• What the challenges are when deploying ACTS to multiple experiments
• Our strategy to solve the problem (from our experience with Athena)

• The Athena experience
• Athena infrastructure
• ACTS-Athena infrastructure

Latest ACTS Tag: v30.3.2

MAJOR
MINOR

PATCH
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The Integration Problem
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A Common Tracking Software (ACTS)  is currently (and will be) used by several 
experiments but that poses several developments/integration challenges
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In an ideal case, updates within ACTS will directly be deployed to experiments without 
issues
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But our experience says otherwise and a minor change can make the bump to a new 
ACTS version not possible (for several reasons) without a patch



7 The integration problem
• The ACTS testing suite, albeit extensive, cannot cover the same level of details of all 

tests the experiments conduct on their software
• The more experiments deploy ACTS in their workflows, the more extensive and 

robust the ACTS testing infrastructure must be
• Hard (or even impossible) to cover experiment all specific corner cases
• Issues may arise from interference of experiment-specific design and the ACTS 

software

• Seemingly harmless changes in ACTS core can have dire consequences for experiment
• Changes of distributions downstream that trigger failures when comparing against 

references [the good]
• Compilation/Run time issues that require an ACTS patch [the bad]
• Mysterious seg fault that require a painfully-long amount of passionate debugging 

time [the awful]

• Athena has quite an extensive testing infrastructure, which some times made the ACTS 
integration definitely not smooth. 

• We have developed a plan on how to tackle the integration problem!
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• The plan:

ACTS Infrastructure

Athena Infrastructure
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The integration problem
The ACTS testing infrastructure that 

currently checks the developments in the 
ACTS Core component

The Athena (or any experiment) testing 
infrastructure that checks the 

developments in the experiment 
software

A testing infrastructure that, for each 
development in ACTS Core Component, 

checks the experiment reaction
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The Athena Infrastructure



10 The Athena Infrastructure
• Developments in Athena rely on extensive tests in different stages of the process

• Unit and CI tests are performed during the Merge Request review process. 
Quick checks for testing specific modules or the entire code

• ART and SPOT tests are performed after the MR has been merged on Athena 
nightly releases (produced once a day) for monitoring physics and CPU/
memory performance respectively

• Some of these tests depends on ACTS or are explicitly for testing the ACTS-integrated 
pieces of code

ART tests SPOT tests

Nightly release creation

Unit tests CI tests

Developments

Merge MR into Athena

Test Failed

Test Succeeded

Unexpected behaviors
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11 The Athena Infrastructure
• An update on ACTS may break any of these tests

• Extremely problematic if unit and CI tests gets broken → bump cannot be 
performed since, if merged, that will impact other unrelated MRs and block 
them too

• Major issues may not be spotted at this stage but can break a nightly release

• A quick fix from ACTS may be needed to address the issue → immediate feedback 
and bidirectional communication is essential

ART tests SPOT tests

Nightly release creation

Unit tests CI tests
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12 The Athena Infrastructure
• Extremely pivotal to keep extending testing suite for ACTS related/dependent 

workflows from the experiment side!
• The more corner cases we find the more robust our checks are
• We are constantly adding tests with our integration effort to check the correct 

behaviors of all the ACTS-related code we insert in Athena

• Athena already deploys the ACTS 
vertex reconstruction in the main 
reconstruction workflow

• So we may have effects also 
on non-ACTS-specific tests
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The ACTS-Athena Infrastructure



14 The ACTS-Athena Infrastructure

• We want to catch failures as soon as possible

• Ideas
• Monitor on a daily basis the effect on Athena (or any experiment ideally)  given 

by the current ACTS main branch
• Perform the Athena tests for every PR in ACTS before we create a new ACTS Tag

• We have a mechanism in place in Athena that allows to re-compile the software with 
a custom version of ACTS, add dedicated patches for Athena, and to produce a 
dedicated main—ACTS nightly release

ACTS main

Athena main

Athena patches for ACTS
Cherry pick

Add as external

main—ACTS nightly release

Tests



15 The ACTS-Athena Infrastructure
ACTS main

Athena main

Athena patches for ACTS
Cherry pick

Add as external

main—ACTS nightly release

Tests

We test on daily base: we have at once all 
the PRs that have been merged in the 

previous 24 hours

Some tests fails. Need to check if they are 
ACTS related or issues from unrelated 

Athena areas

The nightly release can then be used by 
developers for their developments



16 The ACTS-Athena Infrastructure

Pull Request

ACTS main

Comment results

Athena nightly

Athena patches for ACTS
Build job

Report job

Test Athena jobs

Athena build + 
unit and CI tests

Build or Tests failed

Merge

ACTS Infrastructure Athena InfrastructureACTS-Athena Infrastructure

Cherry pick Cherry pick

• But we can have better granularity by checking the single PRs

• Rely on the same (but light-weight) mechanism via API or Gitlab repository
• We can compile Athena against ACTS main + merge PR or cherry picked still-to-

merge PR
• We run the proper Athena tests and report back to the original ACTS PR
• We only compile a list of ACTS-related packages instead of the entire Athena 

software [thus the light-weight]



17 The ACTS-Athena Infrastructure

• The ACTS-Athena infrastructure 
will add a comment to the PR in 
ACTS

• Details and links to the tests 
for checking the log files

• In case the build or tests failed 
labels will be added to the PR

This PR breaks the Athena build

This PR causes a failure in the Athena tests
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Apogee



19 Apogee
• Validation Tool that collects commits from ACTS

• Allows to keep track of pipelines triggered for PRs to ACTS
• Groups triggered pipelines by ACTS commit

• It’s now public (requires CERN and GitHub login)
• https://apogee.app.cern.ch 

List of all the PRs to ACTS main

User can trigger 
actions and 

additional info via 
simple interface

https://apogee.app.cern.ch


20 Apogee

Status of the ACTS-Athena pipeline is 
reported

Details on the specific 
successful/failing 

tests is available with 
links to log files



21 Apogee
• Features

• Can associate patches for each ACTS main 
commit

• Can trigger pipelines out of order
• Allows to include patches up to a 

specific commit and verify changes on 
a commit-by-commit base

• Can add notes to commits to keep track of 
what tests changed and accordingly set the 
labels to the PR



22 Apogee
• Can also monitor PRs before they are merged

• Newly added feature to validate open PRs and their validation status
• Allows to add patched to PRs

All the commits in 
the PR



23 Apogee
• Run the pipeline on specific commits

• The pipeline is not run automatically for every commit
• User has to manually trigger the pipeline

• Possibility to select any commit (even old ones) and run the pipeline on 
it

One can check the 
pipeline for a 

specific commit

Select the commit and run the 
pipeline



24 Conclusions

• The integration of ACTS into several experiments is not a trivial task
• ACTS software must be reliable and deployable to all costumers. Not a trivial 

task

• Developed a strategy from our experience with Athena
• Quite extensive infrastructure in place to monitor effects of PRs to ACTS main 

on the experiment
• The goal is to catch problems as early as possible and to always offer a fully 

working ACTS tags for all experiments
• The more experience we obtain, the more robust and complete the infrastructure 

is

• Quite a complex mechanism
• Hidden behind a new validation tool Apogee 
• Provide an intuitive and easy to use API to improve the user experience

• Ideally, we will have one day the same mechanism extended to all the experiments


