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ATLAS

ATLAS plans to use ACTS for full tracking in 
HL-LHC (2029-)


Not only because ACTS is advanced. Huge 
benefit in terms of the maintainability

Tracks are fundamental for ATLAS event 
reconstruction

Significant portion of CPU time is used for tracking

Tracking improvement is crucial for ATLAS 
reconstruction

Track reconstruction accounted for around 64% of the total ATLAS event reconstruction CPU time in
Run 2. This fraction has been reduced to 40% for Run 3 at hµi = 50. The breakdown of the total time
between the di�erent domains of reconstruction, as measured in the release used for the benchmarking3,
is shown in Fig. 7, where the slices are defined as follows: INDET: Inner Detector track and vertex
reconstruction. CALO: Preprocessing and clustering of cells in the Tile and LAr calorimeter. MUON:
Muon spectrometer track reconstruction and ID combined muons. EGAMMA: Dedicated electron track
reconstruction, �-conversion secondary vertex finding, electron- and �-object reconstruction. TAU: Tau
reconstruction. PFO: Charged and neutral particle flow jet reconstruction. JETETMISS: Initial jet and
missing ET reconstruction. BTAG: Low level flavour tagging reconstruction for monitoring LRT: Summed
contribution for all domains for producing displaced objects. OTHER: Data-writing, and isolation building.
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Figure 7: Fraction of the total CPU requirement for full ATLAS reconstruction split by domain for Run 2 (a) and Run
3 (b) for one data run at hµi = 50.

Storage capacity is also a limited commodity and heavily challenged by the vast amounts of collision data
to be recorded. With the Run 3 track reconstruction improvements, fake track reconstruction rates have
been drastically reduced, and the average quality of the tracks has increased. This amounts to a large
reduction in the overall number of output tracks written to disk, reducing the needs for storage space. Even
after including the additional tracks from the LRT a reduction of up to 50% is achieved at the highest
pile-up values. The output size for tracks in kilobytes per event is shown for the standard ATLAS event
data format in Fig. 8, and illustrates up to a 20 � 50% reduction in the required disk space. Additionally,
the scaling with pile-up has been significantly reduced in the Run 3 release, leading to larger improvements
at higher values of hµi.

The new deployment of the ACTS software framework in ATLAS for primary vertex reconstruction results
in a significant reduction of primary vertexing CPU time. Fig. 9 shows a comparison of the primary vertex
reconstruction time required per event between the ACTS-provided Adaptive Multi-Vertex Finder algorithm
and the previously deployed ATLAS implementation. An average reduction of CPU time of more than a
factor of 1.5 is seen while the ACTS implementation gives entirely identical physics results as the previous

3 The software release for Run 3 is still being finalised, and the domains may evolve compared to the version evaluated in this
work.
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Inner detector 
Tracking

Large radius 
tracking

Muon 

ATLAS Tracking SW performance

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-012/
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ITk

Two development lines available

- ACTS in the ATLAS reconstruction software (athena)

- Standalone ACTS with ITk geometry for R&D

    full_chain_itk.py (geometry is ATLAS internal)

ATLAS DRAFT

Figure 1: Location of passive material projected on the longitudinal plane for the ITk Layout 03-00-00. Intersections
of simulated particles with passive material are shown. The location of the Pixel and Strip detectors of ITk are shown,
alongside the High-Granularity Timing Detector.

9th October 2023 – 08:55 2

The current ATLAS tracker will be replaced with 
full silicon Inner Tracker (ITk) in HL-LHC

■ ITk Pixel

■ 25 x 100 (innermost), 50x50 (others) μm2


■ ITk Strip

■ ~75 μm strip pitch


■ HGTD (High Granularity Timing Detector)

■ 1.3x1.3 mm2 pixel, 30 ps timing resolution ACommonTrackingSoftwareProject15

3.10Vertexing

ACTSfeaturesafastandflexibleprimaryvertexrecon-
structionsuite,comprisingarangeofcomponentsim-
plementingafullchainfromvertexseedingtoprecision
vertexparameterestimation.Thevertexingmodulein-
cludesaniterativevertexfinder(IVF)andanadaptive
multi-vertexfinder(AMVF)[43].TheIVFiteratively
fitsindividualverticesstartingfromavertexseedanda
seedtrackcollection.TheAMVFfitsmultiplevertices
simultaneously,whiledynamicallyassigningtracksto
candidateverticesduringfitting.TheAMVFexhibits
goodperformanceforhighvertex-densityenvironments
suchastheHL-LHC,andwillbeusedasthedefault
vertexreconstructiontoolfortheATLASexperiment
inRun-3.

Theinputvertexseedstobothvertexfindersare
providedbyfourdi↵erentvertexseedfindingalgo-
rithms:az-scanvertexseedfinderbasedonahalf-
samplemodealgorithm[26],aGaussiantrackdensity
vertexseedfinder[43]aswellasanon-adaptiveand
adaptiveversionofanewfastandrobustgridden-
sityvertexseedfinder.Dedicatedvertexfittersforthe
di↵erentvertexfindingapproaches,aBilloirfitter[28]
andanadaptivemulti-vertexKalmanfitter[76],aswell
asauxiliaryvertexingtoolssuchasimpactpointesti-
matorsandtracklinearizerscomplementthevertexing
toolkit.

Thepublicinterfacesofthevertexingcomponents
aredesignedtobehighlyconfigurableandflexible.The
vertexfindersacceptacollectionofrepresentationsof
tracksorparticlestobeusedforvertexfinding.Inad-
dition,anoptionstructurewhichallowsthefinderto
suppliedwithavertexconstraintisprovidedasinput.
Theoutputofthevertexingcomponentsisalistofall
foundvertices.Vertexseedfindersareregardedasreg-
ularvertexfindersinACTS,andthereforesharethe
sameinterface.Theyhavethespecialcharacteristicof
returningasingle-entrylistofvertices,i.e.thevertice
obtainedfromthecurrentvertexseedonly,atatime.
ThevertexingcanrunonACTSboundtrackparam-
eterobjectsaswellasonanyuser-definedinputtrack
typeinordertoallowmaximumflexibility.Theonly
requirementforusinganarbitraryinputtracktypeis
toprovideastd::functionthatunwrapsandreturns
ACTSboundtrackparameters.

4ApplicationsandPerformance

4.1SelectedApplications

ACTSisintegratedorbeingintegratedintoanumberof
particleandnuclearphysicsexperiments.Herewepre-

(a)

(b)

(c)

Fig.9:ThegeometryoftheATLASITk(a),the
PANDAsilicondetector(b)andthesPHENIXsili-
contrackingdetectors(c),implementedwithACTS.
Colorsindicatedi↵erentsubsystems,inthetopimage,
theHighGranularityTimingDetector(HGTD)[86]is
showninorange.

https://gitlab.cern.ch/atlas/athena
https://github.com/acts-project/acts/blob/main/Examples/Scripts/Python/full_chain_itk.py
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ACTS in ATLAS Run3

ACTS AMVF primary vertex reconstruction is now fully integrated

Already used in Run3 production (current data-taking)


- Need to check changes due to ACTS version bumps (Carlo’s talk)

Identical physics performance

40% reduction of the CPU time compared to non-ACTS AMVF
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Plans for ACTS Usage

| ACTS Workshop| Nick Styles, 26.09.2022

Integration with Athena framework

● Ideally hope to use ACTS tools for entire track reconstruction chain
○ Starting from measurement formation, through to final track fit
○ Replacing legacy code that was in parts written prior to Run 1 (~15 years ago) and 

incrementally updated - large technical debt accrued
○ Already using ACTS tools successfully for vertex reconstruction

● To really benefit, should migrate to ACTS for both InDet/ITk and Muon 
Spectrometer plus both Online (i.e. trigger) and Offline reconstruction
○ Otherwise legacy tools may still require support, splitting effort of limited developer 

base  - this is the scenario we want to avoid at all costs!

above. Even after including the additional tracks from the LRT, a reduction of up to 40% is achieved at
h`i = 60, a value that can be expected for future Run 3 data. Additionally, the growth of the disk usage with
increasing pile-up is observed to be smaller in the updated software release, leading to larger improvements
at even higher values of h`i.
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Figure 11: A comparison of primary vertex reconstruction processing time taken per event, versus average pile-up,
for the ATLAS (non-ACTS) version of the Adaptive Multi-Vertex Finder Algorithm and the ACTS-provided
implementation. The shaded area indicates data events taken from a 2018 machine development run not passing the
full ATLAS data quality requirements.

The new deployment of the ACTS software framework in ATLAS for primary vertex reconstruction results
in a significant reduction of primary vertexing CPU time. Figure 11 shows a comparison of the primary
vertex reconstruction time required per event between the ACTS-provided Adaptive Multi-Vertex Finder
algorithm and the previously deployed ATLAS implementation. An average reduction of CPU time of
more than a factor of 1.5 is seen while the ACTS implementation yields physics results that are identical to
those from the previous non-ACTS version. The now fully integrated ACTS vertexing software makes
additional functionality with further potential for CPU improvements available, such as a newly developed
vertex seeder that results in overall vertex reconstruction speedups of up to a factor of three in high pile-up
environments.

Figure 12 shows that ID track and Muon reconstruction accounted for around 68% and 13% of the total
ATLAS event reconstruction CPU time in the legacy software release, respectively. As a result, the speed
improvements described in this paper translate almost directly to total ATLAS event reconstruction. In the
updated reconstruction, this fraction is approximately retained when including the LRT. This is because
several other algorithms, for example jet reconstruction and hadronic tau decay candidate identification,
have been moved from the main reconstruction pass into downstream processing in the updated ATLAS
event reconstruction, reducing the run time of non-tracking algorithms in the main reconstruction step
almost proportionally to the speedup achieved in tracking. Accordingly, the total reconstruction time per
event has decreased from 9.1s to 4.8s on the machine specified in Section 4. This indicates that track
reconstruction remains the most promising part of event reconstruction to achieve further improvements in
overall throughput.

Finally, the software improvements have not negatively impacted the track reconstruction physics perform-

20

https://indico.cern.ch/event/1295479/timetable/?view=standard#4-atlas-acts-infrastructure
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ACTS for ITk track reconstruction

For the validation and commissioning phases of the ACTS modules, interoperability
of each tracking component is supported and it allows for an interchange of the ACTS-
Athena modules throughout the entire track reconstruction chain, thus facilitating a one-
to-one comparison on the downstream outputs. This additional functionality is possible
with algorithms dedicated to the conversion of the EDM adapting them to the IO required
by the subsequent components. These EDM conversion algorithms will not be included
in the final production chain.

Figure 14: Drop-in module replacement, and native ACTS hand over between modules

In order to check the performance of the ACTS-based algorithms, dedicated monitoring
modules have been incorporated in this design as well. These can be deployed during
and after the reconstruction has been performed and allow for both physics and CPU
performance to be monitored. In addition, further checks are in place as part of the
approval process of merge requests for the Athena software, as well as on every nightly
release build, to ensure any performance change is well understood.

6 Long term development prospects

One goal of the ACTS toolkit is to enable and simplify algorithm R&D. Thus it should
help to evolve the track reconstruction and dependent combined reconstruction modules
to become more performing, more flexible or simply easier to maintain. In the following,
some examples of possible longer term development tasks with potential impact for the
ATLAS reconstruction are given.

27

ACTS integration into ATLAS reconstruction software (athena) is in progress

Replacing old non-ACTS components with ACTS tracking tools

At this time, the main tracking chain (clustering, SP formation, seeding, CKF, ambiguity 
solver) is available.

Validation against non-ACTS algorithms, and optimization for further improvement 
ongoing

Details on the ATLAS athena infrastructure in Carlo’s talk 

Tuesday, 16 May 2023 Inner Detector Tracking Workshop 2023 8

AT L A S  C O L L A B O R AT I O N

ACTS-ITk track reconstruction status
● Implementation in athena of the conceptually-identical ITk Tracking chain 

using ACTS toolkit: ATLIDTRKCP-347
○ ITk main chain using ACTS in athena for CPU baseline demonstrator

 Other tracking demonstrators: Talk from Andi at S&C plenary, 30/03/2023

Seed 
formation

Clusters
Space points

Seeds Track 
candidates

Tracks

CKF Ambiguity 
solving

Data 
preparation

https://indico.cern.ch/event/1295479/timetable/?view=standard#4-atlas-acts-infrastructure
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Track and vertex EDMs for analyses and downstream customers remain

New ATLAS EDMs (xAOD) for tracking inputs (designed with GPUs in mind, more memory efficient)


- xAOD::UncalibratedMeasurement — base class for ATLAS specific measurements

- xAOD::PixelCluster, xAOD::StripCluster, and more muon Measurements

- xAOD::SpacePoint 

- ACTS-athena EDM converters available for validation


Track EDM — Interface and memory backend are decoupled to avoid EDM conversion

- Memory backend is fully ATLAS specific

- Interface with dependencies on both ACTS and memory backend

EDM

6

Class structure

ActsTrk::[Const|Mutable]TrackBackendContainer

xAOD::TrackBackendContainer

Namespaces: 
Acts:: -  ACTS container implementation


ActsTrk:: - Athena implementation compatible with Acts 
xAOD:: - for storage

Acts::TrackContainer

ActsTrk::[Const|Mutable]MultiTrajectory

xAOD::SurfaceBackendContainer

xAOD::TrackMeasurementsContainer
xAOD::TrackParametersContainer

xAOD::TrackJacobiansContainer

xAOD::SurfaceBackendContainer

xAOD::TrackStateContainer

xAOD Aux not drawn  
(duplicate of every red box in mind)

arrows in the 
direction of 
references

2

Can be shared
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Clustering
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Figure 4: Average execution time, in arbitrary units, of the pixel clustering
algorithms as a function of the number of reconstructed pixel clusters, ob-
tained with the Athena framework running the current implementation of
the clustering algorithm, comparable to the one used during Run 3 opera-
tions, or a modified version including the ACTS toolkit. The timings have
been computed running on a x86 64 machine on the same set of tt̄ events
at hµi = 200 with a center of mass energy of

p
s = 14 GeV, using the

ITk Layout 03-00-00. The Athena software’s version 24.0.12 is compared to
ACTS v29.1.0, showing an average timing improvement per event of ⇠ 15%
with the ACTS clustering algorithm while achieving exactly identical physics
results.
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Figure 1: Average number of reconstructed pixel clusters per event as a
function of the cluster pseudo-rapidity ⌘ using the Athena framework running
the current implementation of the clustering algorithm, comparable to the
one used during Run 3 operations, or a modified version including the ACTS
toolkit. The quantities have been computed on the same set of tt̄ events
at hµi = 200 with a center of mass energy of

p
s = 14 GeV, using the

ITk Layout 03-00-00. Exactly identical physics results are achieved with the
Athena software’s version 24.0.12 and ACTS v29.1.0.

2

ACTS clustering deployed in athena for both 
Pixels and Strips

Algorithms are not exactly the same, but 
identical physics performance between ATLAS 
legacy and ACTS (deterministic problem)

ACTS is 10-20% faster
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Figure 5: Average execution time, in arbitrary units, of the strip clustering
algorithms as a function of the number of reconstructed strip clusters, ob-
tained with the Athena framework running the current implementation of
the clustering algorithm, comparable to the one used during Run 3 opera-
tions, or a modified version including the ACTS toolkit. The timings have
been computed running on a x86 64 machine on the same set of tt̄ events
at hµi = 200 with a center of mass energy of

p
s = 14 GeV, using the

ITk Layout 03-00-00. The Athena software’s version 24.0.12 is compared to
ACTS v29.1.0, showing an average timing improvement per event of ⇠ 5%
with the ACTS clustering algorithm while achieving exactly identical physics
results.
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Seeding
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Figure 6: E�ciency of the triplet seeding as a function of the pseudo-rapidity
⌘ of the associated truth particle, in tt̄ events at hµi = 200 with a center
of mass energy of

p
s = 14 GeV, using the ITk Layout 03-00-00. E�ciency

is defined as the ratio between the number of reconstructed seeds matched
to truth particles and all selected truth particles. The particles considered
must satisfy pT > 1 GeV and |⌘| < 4.0, and be produced by the primary
interactions. A seed is matched to a truth particle if at least 50% of the
seed measurements belongs to the truth particle. Results are obtained with
the Athena framework running the current implementation of the seeding
algorithm, optimised for the ITk detector and Run 4 operations, or a modified
version including the ACTS toolkit. Exactly identical seeding e�ciency is
achieved using the Athena software’s version 24.0.12 and ACTS v29.1.0. The
independent pixel-only and strip-only seeding e�ciencies are also shown for
seeds computed using the ACTS toolkit.
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Space Points

- Strip SP formation deployed in athena.

- No need for pixel SP (Just local → global 

transformation)


Seeding

- Nominal and orthogonal seeding 

algorithms deployed in athena.

- Nominal seeding (originally from ATLAS) 

shows identical performance with 
compatible CPU performance


- Orthogonal algorithm also being 
optimized.


Seed selection

- Seeding produces 5-15 seeds / track

- Reduction of seeds processed by CKF is crucial to reduce CKF execusion time

- Remove seeds if all measurements are already used for a trajectory previously found by the 

track finding

- Another selection based on seed quality
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ACTS Tracking performance
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Figure 7: Tracking e�ciency as a function of the pseudo-rapidity ⌘ of the
associated truth particle using the ITk Layout 03-00-00 for tt̄ events at
hµi = 200 and single muon events with pT of 1 GeV and 10 GeV without
pileup. E�ciency is defined as the ratio between the number of reconstructed
tracks matched to truth particle and all selected truth particles. The truth
particles considered must satisfy pT > 1 GeV and |⌘| < 4.0, and be produced
by the primary interactions and are matched to a reconstructed track if the
matching probability is larger than 50%. Track candidates are reconstructed
using the ACTS Combinatorial Kalman Filter from ACTS v29.1.0 in Athena
24.0.12. Ambiguities between measurements and tracks are resolved using
the ambiguity solver module implemented in Athena and used during Run
3 operations. Final tracks are fulfilling the following list of requirements:
number of measurements (pixel + strip) � 7, precoT > 900 MeV (400 MeV) in
|⌘| < 2.0 (2.0 < |⌘| < 4.0), |zreco0 |  20 cm and |dreco0 |  2 mm (10 mm) in
|⌘| < 2.6 (2.6 < |⌘| < 4.0).
The plot reflects the current performance using a pattern recognition algo-
rithms under ongoing optimization, with future improvements anticipated.
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Figure 8: Resolution of the reconstructed transverse impact parameter �(d0)
as a function of the pseudo-rapidity ⌘ of the associated truth particle using
the ITk Layout 03-00-00 for tt̄ events at hµi = 200. The truth particles
considered must satisfy pT > 1 GeV and |⌘| < 4.0, and be produced by
the primary interactions, and are matched to a reconstructed track if the
matching probability is larger than 50%. Track candidates are reconstructed
using the ACTS Combinatorial Kalman Filter from ACTS v29.1.0 in Athena
24.0.12. Ambiguities between measurements and tracks are resolved using
the ambiguity solver module implemented in Athena and used during Run
3 operations. Final tracks are fulfilling the following list of requirements:
number of measurements (pixel + strip) � 7, precoT > 900 MeV (400 MeV) in
|⌘| < 2.0 (2.0 < |⌘| < 4.0), |zreco0 |  20 cm and |dreco0 |  2 mm (10 mm) in
|⌘| < 2.6 (2.6 < |⌘| < 4.0).
The plot reflects the current performance using a pattern recognition algo-
rithms under ongoing optimization, with future improvements anticipated.
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ACTS CKF deployed in athena

- Measurement calibration missing

- Non-ACTS ambiguity solver used


It is still under optimization but already shows promising physics performance

ACTS KF validated against the ATLAS global chi2 fitter.
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ACTS Tracking performance

Legacy ACTS
Seeds /event 31k 31k

CKF tracks /event 41k

Seleted tracks /event 5k 7k
Resolved tracks /event 2k 2k

ttbar, 200 pileup

ACTS CKF produces more tracks than ATLAS legacy algorithm

- The two algorithms are not equivalent and ACTS is still under developement


ACTS CKF is still slower due to the large number of track candidates

- Further reduction of branches required


Post-CKF track selection based on pT, η, and Nhit

Will implement more complex ambiguity solver using track summary, eta, shared hits, cluster 
splitting. 

Inward propagation from starting point is missing

KF-based seed refinement will be implemented to further reduce seeds (-30% expected)

Work in progress
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Muon

Muon spectrometer (MS) is more complex than inner trackers

- Different detector technologies (Drift tubes, RPC, Thin 

gap chambers, Micromegas)

- Highly inhomogeneous magnetic field and large amount 

of material


ACTS simplifies very complicated ATLAS MS navigation 
(800→200 lines of code)


- Developed mockup MS geometries with the new ACTS 
geometry model for the navigation between MS 
chambers, and within chambers


- Successfully tested the navigation using the navigation 
delegate schema of ACTS


  MS specific functionality needs to be added in ACTS 

- Gravitational wire sagging 


Mock up Muon Spectrometer in ACTS: Inside Chambers
Dimitra’s work

● Developed mock up geometry with the new ACTS geometry for the internal structure of MDTs
● Sensitive elements are introduced, as straw surfaces inside volumes
● Successfully tested the navigation using the navigation delegate schema of ACTS

6
Mock up muon sector spectrometer .
Every detector volume holds the navigation 
delegate

Closest approach to straw  surfaces during propagation

Mock up Muon Spectrometer in ACTS: Inside Chambers
Dimitra’s work

● Developed mock up geometry with the new ACTS geometry for the internal structure of MDTs
● Sensitive elements are introduced, as straw surfaces inside volumes
● Successfully tested the navigation using the navigation delegate schema of ACTS

6
Mock up muon sector spectrometer .
Every detector volume holds the navigation 
delegate

Closest approach to straw  surfaces during propagation
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More ongoing and future developments
GSF for electron refitting


- First prototype integrated. Electron refitting study planned


Algorithms for online tracking

- Hough transform, regional tracking, graph-based fast seeding


ITk alignment with ACTS KF


Tracking with HGTD

- Extrapolate tracks to HGTD and associate HGTD hits for track time

- ACTS track with time allows 4D-tracking


Tracking in dense environments

- ATLAS legacy tracking uses a dedicated neural network to deal with merged and 

shared clusters.


Secondary vertex fitting is currently missing. Unification of primary and secondary vertexing 
is a future goal.
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ATLAS will use ACTS extensively for tracking in HL-LHC

- ACTS PV is already used in Run3


Finalizing the ACTS-based main tracking chain with ITk detector

- Clustering, space point formation, seeding, CKF, and ambiguity solver deployed.

- Despite some missing components, promising performance achieved.

- Extensive validation campaign ongoing in both physics and CPU performance


Develpments of ACTS tracking for dedicated reconstruction ongoing

- Muon reconstruction

- GSF for electrons

- Tracking in dense environments

- Online tracking


Looking forward to discussing ways to boost performance with other experiments

Summary

13
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Backup


