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Baseline workflow

exatrkx-acts-demonstrator: inference.py 
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Thanks to Benjamin 
Huth for the nice 
demonstrator 

https://github.com/benjaminhuth/exatrkx-acts-demonstrator/blob/main/inference.py
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Triton Inference Server

Request: inputs for the ML model 

Response: inference results 
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Triton Inference Server Backend  

Main components: 

● Initialization 
● Execution 

Example:

exatrkx_gpu backend
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https://github.com/The-ExaTrkX-Project/exatrkx-service/blob/main/custom_backend_gpu/backend/src/exatrkxgpu.cc
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Integration of the ExaTrkX-as-a-Service to ACTS

External ExaTrkX server, see Yuan-Tang’s slide   
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https://indico.cern.ch/event/1295479/contributions/5623607/
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Integration of the ExaTrkX-as-a-Service to ACTS

External ExaTrkX server, see Yuan-Tang’s slide   
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https://indico.cern.ch/event/1295479/contributions/5623607/
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Acts-aaS 

Our proposed workflow, measurements in, track out  
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Discussions

1. I/O between the client and the server 
2. Dataflow on the server side 
3. Miscellaneous questions
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Discussions

1. I/O between the client and the server 
a. What parts does the server do? 

Goal in execution: TrackFinding(GPU) + TrackFitting(GPU) + SpacePointMaker?
Sourcelinks needed for fitting  

In the initialization: load the ML models, config the B-field, tracking geometry etc.. 
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Discussions

1. I/O between the client and the server 
a. What parts does the server do? 
b. Only the primitive data types are supported;

Bool, int, float, string   

Proposal: send 2-d data with shape [number of measurements, 13]
  Wrap to the composite data type on the server
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Discussions 

1. I/O between the client and the server 
2. Dataflow: Sequencer vs no sequencer 

option on the server side 
a. Sequencer + python backend 

Port inference.py to the server 
i.  Pro: utilises the event store; least 

development effort  
ii. Con: I/O time with storing csv files
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Discussions 

1. I/O between the client and the server 
2. Dataflow: Sequencer vs no sequencer 

option on the server side 
a. Sequencer + python backend  
b. No sequencer + custom backend 

i. Pro: reduce the I/O 
ii. Con: code refactoring 
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Discussions - code refactoring example 
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TrackFittingAlgorithm.hpp TrackFittingAlgorithm.cpp
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Discussions - Miscellaneous 

Surface creation failed w/o geoIDhook(thought optional..)

A global geoContext for odd.py? 
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odd.py - getOpenDataDetector()
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Roadmap  

1. Standalone version of cpp 
CsvMeasurementReader -> trackFitting 

2. Object Oriented version 
3. Triton backend implementation 

a. Develop for I/O between the client and server
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Backup
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Multiple instances on 1 GPU and 2 GPUs 

Left plot: 1 GPU max throughput is ~ 80; right plot: scale good with 1 instance 
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Multiple instances on 3 GPUs and 4 GPUs 

Multi instances on multi-GPUs are not scaled properly 
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Discussions 

1. I/O between the client and the server 
2. Dataflow: Sequencer vs no sequencer option on the server side 

a. Sequencer + python backend 
i.  Pro: least development effort  
ii. Con: I/O time with storing csv files  

b. No sequencer + custom backend 
i. Pro: reduce the I/O 
ii. Con: code refactoring 
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Acts-aaS 

Our proposed workflow, measurements in, track out  
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