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From Anything to Markdown

> There are quite some impressive tools lying around
pdftotext,

pymupdf,
detectron

> These tools are really impressive, only a tiny thing was missing
> Tables and formulas, so native for scientists
> Nougat library (PDF to Markdown), pandoc (e.g. LaTeX to Markdown)
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How to Make a Dataset

> Training a LLM requires data
> These data can be unsupervised, meaning training the LLM to predict token (GPT) or
fill gap (BERT)
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How to Make a Dataset

> Training a LLM requires data

> These data can be unsupervised, meaning training the LLM to predict token (GPT) or
fill gap (BERT)

> However, the most important are supervised data, LLM is asked questions, you need
to provide Q&A pairs

> Creating a Q&A (supervised) dataset can be simulated

> A pre-trained LLM can do many things, one of them is generating questions.
"Generate 10 questions with answers for a following paper:$PAPER"
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Example
TINE RELEASE 5.0: A FIRST LOOK

> Q: What is TINE control system?

> A: TINE is a control system that evolved
from the ISOLDE control system...

> Q: What are the new features in TINE
Release 5.07’

> A: The new features ...

> Q: What are the advantages of using
IPv6 in TINE?

> A: IPv6 offers advantages such as

larger data sets that can be transferred
without packet reassembly, jumbo
datagrams up...
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How to train LLM

> Fine-tuning LLM is very costy, if you want to opitmize a parameter, a gradient of that
parameter is calculated (w.r.t. a loss function)
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> This can be quite explosive, because of chain-rule.
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How to train LLM

> Fine-tuning LLM is very costy, if you want to opitmize a parameter, a gradient of that
parameter is calculated (w.r.t. a loss function)

> This can be quite explosive, because of chain-rule.
> There are parameter efficient workarounds, like LORA (Low-Rank Adaptation)

> Consider that you have a parameter matrix W, instead of trying to find VIV, you are
optimizing two low rank matrices B and A, which you add to the original (fixed) W,
i.e.
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Live Demo

Live Demo
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Thank you!

Contact

Antonin Sulc, Raimund Kammering, Annika Eichler, Tim Wilksen
0000-0001-7767-778X

MCS
antonin.sulc@desy.de

Deutsches Elektronen-
Synchrotron DESY

www.desy.de
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