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DeepCore2.0 is a Convolutional Neural Network (CNN) based on Tensorflow [4] and PUS5-75, 1.8 < fr < 2.4 TeV and using the Run 3 configuration of the CMS detector.
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Training Details and Prediction Threshold

Epochs | Learning | TCP Loss Function v & '°""PU55-75 QCD pr 1.8-2.4 TeV g 14 PU55-75 QCD pr 1.8-24TeV | 3'-2ff PUS5-75 QCD pr 1.8-2.4 TeV
Rate (LR) © | Hertex < 2.5CM, |Zyertex| < 30 cm 2 L Rertex <2.5CM, [Zyertex] < 30Cm | .2 C ertex < 2.5 €M, | Zyertex| < 30 cm
. . o 1_—----------: ------------ preseeeee e = 1 track B Rt RLLELE .f*_’ 1 L rack o\ gineemtae e
1. CONV: 50 filters (7x7) = : : £ |} PF*>09GeV : £ EpP*>09Gev : 5 E
1-15 104 Weighted Binary 2. CONV: 40 filters (5x5) qé,oﬁ'_ _______ ‘-" ___________ .:-:*. _____________ _E’O_B-___,'_'_'_':'_'_._ S . Y 2, 8'_'_"*"“*'#_.,,*“**»-"*"'“**""'*"‘
Cross Entropy 3. CONV: 40 filters (5x5) g . T I R R T R T U S S S S S
- , _ 4. CONV: 30 filters (5x5) ] S S P ] B 0B S AU SO SO SUUIE SO SO
16-20 |10~ Weighted Binary 5. CONV: 30 filters (3x3) = L etcore | e - . —a— JetCore " | == letcore
Cross Entropy (/\ 0-4_—--.--------§ veencore20 | 0.4p----- AN [ e Deeplore20 -t 0_4} ------- RRRRRRS R RRRREE R DecpCore 2.0 :
I 5 Hybrid = : : - E : v:
21-25 | 107° Weighted Binary TP sub-network TCP sub-network 0.2 %seeseivenseseess e o] ] R e R e RGNt SITEISS SHOPRS SOSON PRSOOS
Cross Entropy 6. CONV: 18 filters (3x3) | | 6. CONV: 30 filters (3x3) ) SR EUV ROV ROV T JUURE DUUDE DUUUE TUUUE UUUE SUUU: SN SUUE TUUE FUUVE OO ST TOUE
(including far pixels) : : 107 1 10 10° 10° S =2 1 0 1 2 3 -3 -2 -1 0 1 2 3
7. CONV: 18 filters (3x3) | | 7. CONV: 30 filters (3x3) True track pr (GeV) True track 5 True track ¢
26-30 | 107° Weighted Binary 8. CONV: 18 filters (3x3) || 8. CONV: 30 filters (3x3)
Cross Entropy 9. CONV: 18 filters (3x3) || 9. CONV: 6 filters (3x3) The plots above show the efficiency vs pirack /ptrack| gtrack for all tracking iterations.
(including far pixels) ,L & DeepCore2.0-Hybrid improves the tracking efficiency of true tracks with p¥ 2% > 200 GeV
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especially in the region —-1.6 <1< 0,¢ = —1 + 0.2 [11] where broken BPIX3/4 modules

Dataset: 2M D Multidet simulated [7 ts with =14 TeV, P ! d18 < pr <24 TeV. . . .
4S8 QCD MultiJet simulated [7] events with s eV, PUSS-75 an = Pr © lead to a decrease in efficiency relative to the rest of the detector.

Jet selection: p%et > 500 GeV, |n’/¢| < 1.4; Simulated track selection: pt 3¢ > 1 GeV.
Samples: 10.5M clusters for training with 0.2 validation and 150k clusters for testing.
Loss function: weighted Binary Cross Entropy [8] for TCP maps and Mean Square Error for TP maps. Summary and Status
Activation function: all ReLU [9] except Sigmoid in the last TCP CONYV layer.
Optimizer: Adam [10], batch size: 64.

DeepCore2.0-Hybrid is an optimized combination of DeepCore2.0 and JetCore with
lower CPU timing and improved tracking performance. Further validation is currently

The prediction threshold depends on Overlap and sum of charge deposit on a given BPIX. ongoing. DeepCore2.0-Hybrid can be further optimized with an updated training and the
The set of prediction thresholds is 0.7/0.85/1 for the first/second/third particle in Overlap and CPU time can be further lowered by tuning the combination of DeepCore2.0 and JetCore.
they are raised to 0.8/0/9/1 if BP1X1/3/4 are empty and disabled if BPIX2 is empty. R f
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