
6th Inter-experiment Machine Learning Workshop
Contribution ID: 46 Type: Contributed talk

Parametrising profiled likelihoods with neural
networks

Tuesday 30 January 2024 14:40 (20 minutes)

Full statistical models encapsulate the complete information of an experimental result, including the likelihood
function given observed data. Since a few years ago ATLAS started publishing statistical models that can be
reused via the pyhf framework; amajor step towards fully publishing LHC results. In the case of fast Simplified
Model Spectra based reinterpretation we are often only interested in the profiled likelihood given a signal
strength. However, their computation using pyhf take the order of seconds per parameter point, slowing
down SMS reinterpretation by orders of magnitude. Thus, to fully leverage from the precision obtained from
full statistical models without compromising speed, we propose to learn the profiled likelihood functions with
Neural Networks (NNs). We show that such functions can be well described with simple NNs, published in
the ONNX format, and easily used by different reinterpretation tools.

Authors: Dr REYES-GONZÁLEZ, Humberto (University of Genoa); ARAZ, Jack Y. (Jefferson Lab); WAL-
TENBERGER, Wolfgang (Austrian Academy of Sciences (AT))

Presenter: Dr REYES-GONZÁLEZ, Humberto (University of Genoa)

Session Classification: Contributed Talks

Track Classification: 8 ML for phenomenology and theory


