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The Problem
The traditional method for the task of reconstructing
tracks is using Kalman Filters (KF). This algorithm finds all
possible combinations of hits and makes candidate clusters
from those that form a sufficiently long track. However, it
scales poorly with detector occupancy and is inherently
sequential [1]. Especially with the introduction of the High-
Luminosity LHC, there will be a higher frequency of events,
pile-up, and an increased number of interactions and
generated secondary particles per collision. The hardware
is being upgraded to capture these changes, and a software
upgrade is also in order. This motivates work on a solution
that can run faster and in parallel, e.g. using deep learning.

Transformers
Transformers are models that find patterns and meaning by
tracking relationships in sequential data, using the
attention mechanism which enables them to focus on
certain parts of the data and ignore the irrelevant ones [2].
We believe they are a possible solution to the identified
problem because they can: 

Be operated in parallel,
Be made permutation equivariant,
Work well with variable length inputs, 
Be brought to sub-quadratic time complexity  in the
number of tracks during inference time.

We propose 3 architectures:

Results
The TrackML score is a custom metric, designed for the TrackML challenge [5]. For a reconstructed
track to be considered for the scoring, it must have four or more hits, and at least 50% of the hits in the
track must be correctly predicted. The score of a track is the sum of correctly assigned hit weights. 

Visualization of 5 helical tracks from
the REDVID data.

An example of a reconstructed
track by A1.

Data
The REDVID simulator [3, 4] is a customizable tool for creating events and deriving from them
“recorded" hit point coordinates and trajectory function parameters. We use it for the generation of
datasets at different levels of complexity, which facilitates the search for suitable architecure by
narrowing down the initial search space. We report on three noisy 3D datasets with helical particle
trajectories and varying amount of tracks per event: 3, 1-20 and 10-50. The tracks are given in the
spherical coordinates and their uniquely defining parameters are pitch and radial coefficient.

Track reconstruction is a crucial part of High
Energy Physics (HEP) experiments. Traditional
methods for the task scale poorly, making deep
learning an appealing alternative. Following the
success of Transformer models in the field of
natural language processing, we investigate the
feasibility of training a Transformer to translate
detector signals into track parameters. 

We study and compare different architectures,
which we benchmark on simplified datasets
generated by the recently developed simulation
framework REDuced VIrtual Detector (REDVID). Encoder-decoder which autoregressively

reconstructs a trajectory one hit at a time, given a
few initial hits.

Encoder-only classifier that produces a class label
for each hit in an event, given pre-defined bins
(classes) within the track parameter space.

Encoder-only regressor model that regresses
track parameter values for each hit in an event,
followed by clustering to identify groups of hits
potentially originating from the same particle.
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>85% accuracy 
~88% accuracy, ~98% TrackML
score

>87% TrackML score 

An example of (in)correctly
classified hits by A2.

Examples of regressed track
parameters by A3.

Next Steps
Training and evaluating on the TrackML dataset. This will
require optimization techniques, such as flash attention.
Optimizing the model and data structure.
Assembling a time- and space-efficient pipeline for the task.
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