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Hadronization is a critical step in the simulation of high-energy particle and nuclear physics experiments.
As there is no first principles understanding of this process, physically-inspired hadronization models have a
large number of parameters that are fit to data. We propose an alternative approach that uses deep generative
models, which are a natural replacement for classical techniques, since they are more flexible and may be able
to improve the overall precision. We first demonstrate using neural networks to emulate specific hadroniza-
tion when trained using the inputs and outputs of classical methods. A protocol is then developed to fit a deep
generative hadronization model in a realistic setting, where we only have access to a set of hadrons in data.
Finally, we build a deep generative hadronization model that includes both kinematic (continuous) and flavor
(discrete) degrees of freedom. Our approach is based on Generative Adversarial Networks and we show the
performance within the context of the cluster model within the Herwig event generator.
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