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Outline
Part 1: The present

• Machine learning in particle physcs

Part 2: The future
• The revolution has arrived



Particle physics is perfect for ML

Large Hadron Collider 104 m

ATLAS detector 100 m

calorimeters 0.1 m – 10m

tracker 10-5 m – 10-1 m

fragmentation
10-10 m – 10-5 m

hard scattering
10-20 m – 10-15 mparton shower

10-15 m – 10-10 m

Simulations accurate over 24 
orders of magnitude! Unparalleled environment for 

supervised ML



Ex. #1. Top quarks at the LHC

6 jet tt event
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Top quark (mass = 170 GeV)
• Decays to W+b, then W decays to u and d quarks (mass = 0.010 GeV)
• Quarks look like “jets” at colliders



• Models of beyond-the-standard model 
physics with very heavy new particles 
often produce ultrarelativistic top quarks

Backgrounds are now 2 jets not 6 jets
• 104 times bigger than signal

Boosted top quarks
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Conventional top-tagging

1. Look for big jets (R = 1.2) 

2. with subjets within the jet

3. Analyze the subjets
• look for W boson, W/top mass peak, helicity angle, etc.

W

signal efficiency = 0.4
background efficiency= 0.006

background down by 
20,000! 

MDS et al. arXiv:0806.0848
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Machine learning approach

• ML requires less “thinking”
• Better performance
• Provdies less physical insight

traditional 
collider 
physics

1980-2020

Machine learning methods are much better

MDS  2103.12226

Take some tool highly engineered for another puropose and shoehorn it into physics

Convolutional networks for facial recognition Point clouds/deep sets
for self-driving cars

11.2

SOTA 2014
SOTA 2008
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ML has touched all areas of particle physics

Lattice 
QCD

Simulation

Anomaly 
detection

Classification

Data 
representations

Symbolic 
regression

String theory

https://iml-wg.github.io/HEPML-LivingReview/resources/
• Compendium of particle physics ML papers
• 1065 papers as of September  2023

NormalizingFlows
2003.06413

Equivariant networks
2003.06413

Quarks v Gluons
1612.01551

Top tagging
1701.08784

Phase space sampling
1810.11509

Unfolding
1911.09107

Challenges
2110.06948

Variational 
autoencoders
1811.10276

Calabi-Yau metrics
2211.09801

Simplifying polylogs
1811.10276

Jet images
1612.01551

Graph nets
2003.11603

Physics for ML
QFT/NN correspondence
2307.03223



Ex. 2. Simulation/Unfolding
• Simulating events is accurate but slow

• Full simulation (GEANT) can take minutes per event!
• Without improvements, we will not be able to keep up with needs of LHC

computing needs

what CERN can afford

• We can use machine learning to improve the simulations
Paganini et al 1712.10312 
CaloGAN: generative adversarial networks Danziger et al 2109.11964

Unweight surrogate of differential cross section

Andreassen et al. 1911.09107
OMNIfold: learn to unfold from 
calorimeter data to particles

600 fold speed increase
for hard matrix elements 

100,000 fold speed increase
for electromagnetic calorimeter simulation

Avoids time-consuming
observable-by-observable approach



Variational autoencoders:
• Compress the background/data to a low-dimensional latent space

• Uncompress back to physical space.
• Events with large reconstruction error are anomalies

Ex. 3. Anomaly detection
[Farina,Nakai,Shih 1808.08992] 

e.g.
Train to reproduce 
backgrounds

Anything else
has larger 
reconstruction
error

small reconstruction
error

(top quarks in this case)

Potential to find 
unknown 
unknowns



Computing Feynman diagrams often gives long expressions

• Expressions can be very complicated (hundreds of terms) 
• Expression often has a dramatically simpler form

• No known algorithmic way to simplify the initial forms

• Simple form is useful, not just pretty
• No spurious singularities/branch points
• Clarifies the analytic structure of the scattering amplitude

Dersy, MDS, Zhang arXiv:2206.04115

Ex. 4. Computing Feynman diagrams



Simplification of Polylogarithms
Two machine learning approaches

1. Reinforcement learning

• Used by Alpha Zero – world’s best chess program

Basic idea: 
• apply known polylog identities like moves in a game
• train by learning to reverse scrambling steps

2. Transformer networks

• Used by large langauge models
• Learn to ``guess” answer

translate from complicated to simple

German: Unkrautvernichtungsmittel

English: HerbicideResults

• Both methods work well (>80% success)
• Transforms do better: 91% success up to transcendental weight 4

translate



B. The future

“Retired Mario” Markus Graf, MidJourney July, 2023



Pugdigrade
Damir Bogdan Sep ‘23

Water bear
(Tartigrade)

Photo or AI?

Manatigrade

Walrusigrade



Large Langauge Models
What is a large language model?

• Designed to generate human-like text
• Usually transformer-autoencoder deep neural networks with attention:

• All they do is predict the next word 

BERT 
Google 2018

94 million

Open AI 2019
1.5 billion 

Open AI 2020
175 billion

Google 2022
540 billion

Open AI GPT4 
170 trillion parameters

History of LLMs Mammalian brains

80 billion neurons
150 trillion synapses

Human brain

size of GPT 4

0.760 billion neurons
10 trillion synapses

Cat brain

size of GPT 3.5



Homo sapiens 
(150 trillion synapes)Homo erectus 

(70 trillion synapes)
Mouse
(900 billion synapes)

diverged 
100 million years ago

• Biological intelligence grows by a factor of 2 in one million years
• Machine intelligence grows by a factor of 10 in 1 year

• Both AI and biological intelligence grow exponentially
• Factor of 106 difference in exponent
• Intersection, when machines and biology have comparable "intellegence” is 2023

MDS, Nature reviews physics (2022)

Machine vs. Biological intelligence

GPT4



Concerns about the future of language models

1. Quality
• Facts are “hallucinated”
• Machines are just memorizing and parroting data

2. Atrophy
• We will lose the ability to think and to write for ourselves
• Students/adults will use LLMs to cheat

3. Scalabilty
• The exponential growth cannot continue
• Training data, energy, materials are limited

4. Interpretability
• Humans must be able to understand the machines
• Intellectual pursuit is a fundamentally human endeavor

5. Controllability
• AI cannot be controlled
• Machines will take over the world and kill us all



1. Quality: NoIs GPT 4 garbage?

Fabrizio Fanasa, Midjourney, April 2023

“Einstein at a water park”



GPT4 can solve most undergraduate physics problems

Correct!

<latexit sha1_base64="TYjVDqc2DMEsT8dQb0VzwsLRb0o=">AAAB9HicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRb0IRS8eK9haaJeSTbNtaDZZk2yhLPs7vHhQxKs/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XYKa+sbm1vF7dLO7t7+QfnwqK1loghtEcml6gRYU84EbRlmOO3EiuIo4PQxGN/O/McJVZpJ8WCmMfUjPBQsZAQbK/n4uhcqTNJhltayfrniVt050CrxclKBHM1++as3kCSJqDCEY627nhsbP8XKMMJpVuolmsaYjPGQdi0VOKLaT+dHZ+jMKgMUSmVLGDRXf0+kONJ6GgW2M8JmpJe9mfif101MeOWnTMSJoYIsFoUJR0aiWQJowBQlhk8twUQxeysiI2xTMDankg3BW355lbRrVe+iWr+vVxo3eRxFOIFTOAcPLqEBd9CEFhB4gmd4hTdn4rw4787HorXg5DPH8AfO5w/PgpIk</latexit>

a =
g

2

• explaining steps
• not just guessing



It can write new problems

• Really good problem. I would use it 
in a course



These aren’t right, but
code compiles and isn’t far off

Looking good

Can it do graduate coursework?



Answer is wrong
• Right formulas and ingredients
• Student could easily fix

AI is doing just what we
ask students to do
• Learn from practice
• Show your steps

Is it memorizing?
• No. It’s generalizing.

In any case, 
memorization is an 
essential part of learning

Can it do graduate coursework?



Can it help with research?

• Provides useful explanations of
subtle concepts

Hallucinates references and quotes
(as of 2023)

Research question a graduate student asked me last week



Text generation

Chat GPT’s ability to write and edit text is astounding
• Particularly useful for non-native speakers

it knows who I am

it knows what my talk is about!



Worked immediately without editing!

Code generation



Advanced data analysis



Advanced data analysis

Let’s rename the file to physicsexample.csv 
and rename the columns to to t and h 



Advanced data analysis



and so on...

Advanced data analysis



Additional observations on GPT4
Harvard Business School Technology & Operations Mgt. Unit Working Paper No. 24-013

• Consultants using AI produced 40% higher 
quality results than those without.

• GPT-4 is creative
v exceeds 99% of people on the Torrance Tests of Creative Thinking.

Nobody knows what these models are capable of

GPT4 is the worst generative model you will ever use

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4573321
https://neurosciencenews.com/ai-creativity-23585/


2. Atrophy

NoWill large language models make 
us stupid?

Wall-E 
2008



Landmarks in education

And it is not true wisdom that you offer your disciples, 
but only the semblance of wisdom, for by telling them 
of many things without teaching them you will make 
them seem to know much while for the most part they 
know nothing.

log time500,000
years ago

language

5,000
years ago

writing
printing
press

500
years ago

50
years ago

the
internet

5
years ago

large langauge
models

50,000
years ago

"The printed book is made of paper and, like paper, 
will quickly disappear. But the scribe working with 
parchment ensures lasting remembrance for himself 
and for his text"

Socrates and Phaedrus (370 BC)
Johannes Trithemius (1492)



Landmarks in education

If men learn [from writing], it will implant forgetfulness in 
their souls. They will cease to exercise memory because 
they rely on that which is written.

And it is no true wisdom that you offer your disciples, but 
only the semblance of wisdom, for by telling them of 
many things without teaching them you will make them 
seem to know much while for the most part they know 
nothing.

log time500,000
years ago

language

5,000
years ago

writing
printing
press

500
years ago

50
years ago

the
internet

5
years ago

large langauge
models

50,000
years ago

"The printed book is made of paper and, like paper, 
will quickly disappear. But the scribe working with 
parchment ensures lasting remembrance for himself 
and for his text"

Socrates and Phaedrus (370 BC)
Johannes Trithemius (1492)



Will large language models destroy education? No

• LLMs can be infinitely patient, super-knowledgable
teaching assistants

• Education adapted to invididual learning styles
• Classroom teaching is inefficient

• Private tutors for all
• Complete democratization of education

Teaching Assessment
• Cannot base grades on correctness
of homework problems anymore

short-term fix

In-class exams 

long-term fix

machine does 
assessment

• Must confront misalignment between 
assessment and learning goals

Potential to improve education is huge!
• What is the future role of the instructor?
• What is the future role of institutions?



3. Scalability

Exponential laws 
must fail



Moore’s law: computation power/time Koomey’s law: energy efficiency /time
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number of papers about ML or AI
Krenn et al arXiv:2210.00881

Exponential growth finds a way

• even subexponential growth
will soon exceed human capacity

• not going to happen
• impossible to believe
this is the endpoint of AI



high school
• 19% of high school graduates in the US cannot read

early college
• solve standard problems using standard formulas
• learn computational tools

late college
• master abstract concepts
• solve difficult but previously solved problems

graduate school
• tackle difficult unsolved problems

• invent or adapt appropriate tools
• create and solve toy problems to build intuition
• simplify enough until solvable

• arrive at the boundries of human understanding

professor
• write grants, teach, advise students, give public lectures
• find solvable problems -- not too easy, not to hard
• nudge the boundries of human understanding

Machine learning

2021

2023

2025?

2027?

2029?

How can machines continue to grow?



How can machines continue to grow?
Current state-of-the art can solve textbook physics problems
• Trained on solved problems from books, physics.stackexchange, chegg etc.
• We have nearly saturated the training data. Where will new data come from?

Where did the old data come from? 
• Textbook problems are written by human beings
• physics.stackexchange solutions are written by human beings

Alpha Zero: learns to solve chess problems by generating its own training data 

GPT4: 
• can generate and solve problems
• user (human) feedback helps refine model
• it can refine its own model!

Language models have access to everything graduate students have



4. Interpretability 

Markus Graf, March 2023“orc yoga”

MDS, Nature reviews physics (2022)

Should	artificial	intelligence	be	interpretable	to	humans?



Humans are limited by biology

project
to 2D

Why do we do this? Because we have eyes
• 2D is not special to a machine. 
• Machines can “visualize” in d dimensions

v We like to “visualize”

v Humans can only hold 5-9 concepts in working memory at once
• We like simple-looking equations

• Computer memory can handle much more than 5-9 concepts
• They can understand systems not governed by simple equations 

Eyes have nothing to do
with particle physics!

<latexit sha1_base64="gr06q3QdPi8n3Izq2gdXUjdfXk8=">AAACBHicbZDLSsNAFIYn9VbrLeqym8EiuCqJFHUjFN10WcFeoA1hMp20QycXZk6EErpw46u4caGIWx/CnW/jJM1CW38Y+PjPOTNzfi8WXIFlfRultfWNza3ydmVnd2//wDw86qookZR1aCQi2feIYoKHrAMcBOvHkpHAE6znTW+zeu+BScWj8B5mMXMCMg65zykBbblmleNhTCRwIlwMmhXH17iVg2vWrLqVC6+CXUANFWq75tdwFNEkYCFQQZQa2FYMTppdTwWbV4aJYjGhUzJmA40hCZhy0nyJOT7Vzgj7kdQnBJy7vydSEig1CzzdGRCYqOVaZv5XGyTgXzkpD+MEWEgXD/mJwBDhLBE84pJREDMNhEqu/4rphEhCQedW0SHYyyuvQve8bl/UG3eNWvOmiKOMqugEnSEbXaImaqE26iCKHtEzekVvxpPxYrwbH4vWklHMHKM/Mj5/ALRsltw=</latexit>

i@t = H 
<latexit sha1_base64="V4EsCAEwITsmOeFPcfJo+fmqjIM=">AAACCXicbVDLSgMxFM34rPU16tJNtAiuyowUdSMU3bisYB/QGUomzbShmSQkGaGUbt34K25cKOLWP3Dn35iZzkJbD4Qczrn3JvdEklFtPO/bWVpeWV1bL22UN7e2d3bdvf2WFqnCpIkFE6oTIU0Y5aRpqGGkIxVBScRIOxrdZH77gShNBb83Y0nCBA04jSlGxko9F9LgKODCQHtJpAxFDAZSU3gFk5z03IpX9XLAReIXpAIKNHruV9AXOE0IN5ghrbu+J004yWZjRqblINVEIjxCA9K1lKOE6HCSbzKFJ1bpw1goe7iBufq7Y4ISrcdJZCsTZIZ63svE/7xuauLLcEK5TA3hePZQnDJoBMxigX2qCDZsbAnCitq/QjxECmFjwyvbEPz5lRdJ66zqn1drd7VK/bqIowQOwTE4BT64AHVwCxqgCTB4BM/gFbw5T86L8+58zEqXnKLnAPyB8/kDbDmY5w==</latexit>

i 6@ = m 
<latexit sha1_base64="U0+7+MNPZg63BADtn6fnxfaIW98=">AAACB3icbVDLSsNAFJ3UV62vqEtBBovgqiRS1I1QdKHLCn1BE8JkOmmHzkzCzEQooTs3/oobF4q49Rfc+TdO2yDaeuDC4Zx7ufeeMGFUacf5sgpLyyura8X10sbm1vaOvbvXUnEqMWnimMWyEyJFGBWkqalmpJNIgnjISDscXk/89j2RisaioUcJ8TnqCxpRjLSRAvvwJsg8nnoiHcNL6A1RkiDY+NECu+xUnCngInFzUgY56oH96fVinHIiNGZIqa7rJNrPkNQUMzIueakiCcJD1CddQwXiRPnZ9I8xPDZKD0axNCU0nKq/JzLElRrx0HRypAdq3puI/3ndVEcXfkZFkmoi8GxRlDKoYzgJBfaoJFizkSEIS2puhXiAJMLaRFcyIbjzLy+S1mnFPatU76rl2lUeRxEcgCNwAlxwDmrgFtRBE2DwAJ7AC3i1Hq1n6816n7UWrHxmH/yB9fENmXCZKQ==</latexit>

Gµ⌫ = Tµ⌫



In the past, we have made progress
depsite many dead ends

In recent particle physics, it’s hard to tell if 
dead ends have deflected us off course 

Maybe the problems are just too hard (for us)

At this rate, a complete theory of everything may take a very long time
• Maybe real progress will take 100 years, or maybe 10,000 years 

Could a cat ever learn to play chess?
If humans are not qualitatively different from cats, we have limits too

goal



Benefits of machine understanding

popular science books

• They give us a feeling for how things work 
• We are happy that the authors 
understand the details, even if we don’t

If a machine understands fundamental physics it can
1. Dumb it down so we can get the general idea
2. Find practical applications 

Is this what we want? No. 
But maybe it’s the best we will get.

I don’t understand the proof of Fermat’s last theorem
• But I’m glad that somebody does
• Does it matter to me that the person is human? Not really.

Suppose a machine understands the theory of everything
• e.g. can calculate the fine-structure constant from scratch
• e.g. can preduct the endpoint of black-hole evaporation

Is this enough or do we need to understand it too?



5. The end is near

Jonty Hampson, Sep 2023



What could go wrong?

v What if machines can write their own code and improve themselves?

Not that far off

v “Paperclip Maximizer” Nick Bostrom, 2014
• Suppose a machine was designed to maximize paperclip production. 
• To truly minimize its loss function, it would destroy everything on earth to produce paperclips

• Machines can already write and debug code
• Machines can already evaluate their own flaws

Are we doomed?



Maybe it won’t be so bad

Coherence 
= 

focus on 
a single goal 

• Intelligence is anti-correlated with coherence
• More profoundly, intelligence requires incoherence

Jascha Sohl-Dickstein [Google Deepmind https://sohldickstein.com/] 
• “We are a hot mess of inconsistent, self-undermining, irrational behavior, with 

objectives that change over time”

• Are intelligent machines dangerous? Maybe
• Are intelligent animals dangerous? Definitely

We are not intelligent enough to predict what 
higher intelligence will do



Conclusions

Marko Lindell , March 2023
“Trump and Putin in a Jail Cell”



The future is here!
• Machine learning is having a huge imact on particle physics

• Collider physics, detector simulation, anomaly detection, lattice QCD,
• Many untouched future directions: model building, experiment design, etc.

• Large Language models are revolutionary!
• Education will never be the same

• Private tutors for everyone
• Research will never be the same

• Information is organized and analyzed critically and efficiently

• Problems in particle physics are difficult and progress has been slow
• Machine learning has the potential to make rapid progress in our lifetimes

What will education look like in 10 years?
What will research look like in 10 years?
What will be our relationship with artificial intelligence in the future?

There are reasons to be optimistic

Future is bright, but mysterious:


