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Same-Sign lepton and hadronic tau 
(e/μ + τ)
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• Electroweak production of Charginos and Neutralinos

• Adding hadronic τ decays lends sensitivity to high tan β SUSY models.

• Dileptons increases acceptance relative to requiring trileptons.

• Same-Sign leptons reduces DY background.

• Complimentary to SS dilepton analysis with all es and μs. 
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Collider Detector at Fermilab (CDF)

P

Pbar

Over 60 Institutions
~ 40 PhDs granted/year  



• Measure and validate Fake Rate Background

• Select OS dilepton events, compare expected BG to data.

• OS Dileptons stage well understood, useful for validation.

• Make SUSY optimized event level MET cuts. 

• Use generic models, don’t tune to mSUGRA.

• Open signal box and set limits (or discover!)
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Dilepton analysis strategy:



Data
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Gathered through Feb ’10
•6.0        

This Update

Triggers Used:

•‘Lepton + Track’ triggers.

fb−1

• Lepton side standard e, μ

• τ side more complicated:

- Requires τ-like signal and isolation cones 

- Much more efficient at τ finding than Jet triggers.

24 4 LEPTON SELECTION

Eseed twr
T > 6 GeV. Adjacent shoulder towers with energies Esh twr

T > 1 GeV are added to form
a calorimeter cluster. Due to the narrowness of tau jets, the total number of towers contributing
to the cluster N twr is required to be less or equal to six.

θ

θ

Figure 2: Tau signal cone and isolation an-
nulus for tracks and π0’s.

The next step is to find a seed track for the tau
candidate. This track must point to the calorime-
ter cluster and have momentum pseed tr

T exceeding
some threshold. If several such tracks are found,
the one with the highest pT is chosen. The di-
rection of the seed track is then used as a ref-
erence direction for all following steps. Other
COT tracks are associated with the tau based on
their closeness to the selected seed track. These
shoulder tracks must have sufficiently high mo-
mentum psh trk

T , small separation ∆zsh trk from
the z-intercept of the seed track, and be within
3-D angle θiso with respect to the reference direc-
tion. Tracks within angle θsig are considered tau
decay products, while ones with θsig < θ < θiso
are treated as isolation tracks and used to veto tau
candidates. Thus, the angles θsig and θiso define a
signal cone and isolation annulus as shown in Fig-
ure 2. The signal cone size depends on the cluster
energy Eτ cl.

Neutral pions are associated with the tau candidate following the same procedure as for shoulder
tracks. They are reconstructed using CES clusters to determine their position, and CEM to assign
energy. The π0 reconstruction procedure is described in a separate note [8].

Tracks and π0’s in the signal cone are used to construct the four-momentum of the hadronic
system. The four-momentum is used in subsequent event cuts and for the determination of
the mass of the system M(trks + π0s). In a small fraction of cases there is a non-negligible
energy loss due to π0 reconstruction efficiency (mostly when they hit near the edges of the CES
detectors). Therefore, in some cases one has to apply corrections to tau energy. The need for
energy corrections was discussed in [7]. Here we define a single correction in the case when the
calorimeter cluster energy is larger than the energy of tracks+π0’s (Eτcl

T > pT (trks+ π0s)) and
|Eτcl

T − pT (trks + π0s)| ≥ 3σhad. That latter condition ensures that the difference is not due
to hadronic energy fluctuation. For tau candidates passing these two requirements we use Eτcl

T

instead of pT (trks+ π0s).

We define the variable ξ� to suppress electrons and muons depositing large amount of EM
energy. It is a variation of the previously used ξ cut differing by the addition of a constant term
to the EM fraction part.
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Figure 9: Tau isolation and signal cones.



• Standard cuts for e/μ with Pt > 20 GeV/c

• Additional Isolation cuts for Pt < 20 GeV/c
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Lepton Selection

τ Selection
Have a ‘tight’ τ for Analysis and a ‘loose’ τ for Fake Rate

Track and Calorimeter Isolation
ΣP iso

T < 2.0 GeV tracks in ∆R < 0.4

All τs have : ‘Tight’ τs additionally have :
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Background Model

From Monte Carlo.
Well-modeled, small backgrounds.

γ + Jet Jet→τ Fake Rate Method
Any event containing a fake tau.

τs are Hard:

will be the largest background 

Jet→τ Fake Rate can be ~30%



Measuring jet → τ Fake Rate
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Measure relative FR from Jet data Tight/Loose τ’s. 
Denominator loose τs must be tighter than the trigger.
Trigger is actually quite rich in real τs.

Samples:
Tagged Conversions (ɣ + Jet)
Non-isolated e, μ (QCD)
W + Jets Enhanced region

jet → τ Fake Rate Validation

• Apply FR in orthogonal samples

Leading Jet and sub-leading jet 
determine systematic.

25% Systematic dominates 
result.

tau_electron_e_et
Entries  188723
Mean    15.32
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Tau Fake Rate Application

• Our signal sample ‘contaminated’ with many real τs

• Straight up fake rate application overestimates 

• Subtraction procedure to correct for this.
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where the leptons passing as loose and tight taus can be obtained from MC simulation.

If we take into account that efficiency and fake rate are actually functions of the parametrization

variables (whatever they might be) and write the equations for infinitesimally small regions in

parameter space, we get the same expressions for the fake tau density in terms of the event

densities n̂ and n (instead of number of events)

njet(Ω) =
f(Ω)

�(Ω)− f(Ω)
[�(Ω)n̂(Ω)− n(Ω)]− cl,

where Ω denotes a point in the efficiency/fake rate parametrization space. The densities n̂(Ω)
and n(Ω) are given by

n̂(Ω) =
N̂�

i

δ(Ω− Ωi)

n(Ω) =
N�

i

δ(Ω− Ωi).

To obtain the number of jet→ τ fakes in the final sample we substitute the above densities in

the expression for njet(Ω) and integrate over the parameter space. The QCD estimation reduces

to a sum over all loose taus which enter with weight

wID
i =

f(Ωi)�(Ωi)

�(Ωi)− f(Ωi)

if the candidate did not pass tight tau ID cuts, and

wID
i =

f(Ωi)(�(Ωi)− 1)

�(Ωi)− f(Ωi)

if it did. It is straight forward to apply the ”lepton correction”.

Using these weights we can obtain the distributions for various event variables.

We choose to parameterize the the fake rates and efficiencies in terms of track multiplicity,

sum of the tau cluster ET and calorimeter isolation ET , and ηdet of the tau candidate. The fake

rates are obtained from jet samples as described in Appendix B.

As can be see, the agreement between the predicted and observed tau fakes is quite good. One

can argue that the observed fakes in the W+jets control region are closer to the upper limit of our

prediction. This is not surprising, since the fake rates reflect the quark/gluon jet composition in

multi-jet events. We can account for this small deviation by using W+jets MC events, normalized

to account for the observed difference in the control region. Using this normalization we can

obtain contribution to the signal region. This procedure allows us to bring the tau fakes estimated

to the level of the central value of the expectation. These additional contributions are included

in the table with the summary of the observed backgrounds.

23
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Tight τ Weight: Negative Correction

Positive Fake Rate

where the leptons passing as loose and tight taus can be obtained from MC simulation.
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rates are obtained from jet samples as described in Appendix B.

As can be see, the agreement between the predicted and observed tau fakes is quite good. One

can argue that the observed fakes in the W+jets control region are closer to the upper limit of our

prediction. This is not surprising, since the fake rates reflect the quark/gluon jet composition in

multi-jet events. We can account for this small deviation by using W+jets MC events, normalized

to account for the observed difference in the control region. Using this normalization we can

obtain contribution to the signal region. This procedure allows us to bring the tau fakes estimated

to the level of the central value of the expectation. These additional contributions are included

in the table with the summary of the observed backgrounds.
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τ Finding Efficiency (From MC)

τ Measured Fake Rate

Additional corrections for ɣ+Jet process gluon composition



OS Control Region Plots - μ Channel
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• Using OS control region as main validation.

• Basic Ht > 45  GeV cut for QCD Reduction

36 6 SYSTEMATIC UNCERTAINTY

CDF Run II Preliminary 6.0 fb
−1

OS µ− τ

Process Events ± stat ± syst

Z→ ττ 3708.8± 41.1± 296.7
Jet→ τ 1956.2± 16.5± 489.8
Z→ µµ 262.0± 20.1± 21.0
Z→ ee 0.0± 0.0± 0.0
W→ τν 189.5± 8.9± 18.6
tt̄ 18.5± 0.2± 2.6
Diboson 31.0± 0.7± 3.0
Total 6166.1 ± 49.4± 573.4
Data 6210

Table 8: OS muon channel control region.

CDF Run II Preliminary 6.0 fb
−1

OS � τ

Process Events ± stat ± syst

Z→ ττ 6967.3± 56.4± 557.4
Jet→ τ 4526.5± 26.8± 1064.5
Z→ µµ 262.5± 20.1± 21.0
Z→ ee 82.5± 8.6± 6.6
W→ τν 371.5± 12.4± 36.4
tt̄ 36.3± 0.3± 5.1
Diboson 61.3± 0.9± 6.0
Total 12308.0 ± 67.3± 1202.3
Data 12268

Table 9: Total control region.

6.1 Trigger Uncertainty

The trigger efficiency measurement is covered in depth in section ??. Generally, we will

assign an uncertainty to each lepton and tau separately in MC, so each event will have a

contribution from the lepton side and the tau side of the lepton + track trigger. For the

tau side, we use a 3.0% uncertainty, determined in CDF Note 8972. The electron trigger

efficiency is calculated by the Joint Physics Group, and the associated uncertainty is

0.3%. The same is true for the two muons types, the CMUP trigger has a luminosity

weighted 0.7% uncertainty and the CMX trigger has the same, so all muon events will

have a 0.7% systematic. As mentioned in ??, trigger efficiency measurements have

been shown to be stable under the 20 GeV threshold of the standard CDF inclusive

lepton triggers.

) (GeV/c)µ(TP
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts
/5

 G
eV

/c

0

200

400

600

800

1000

1200

1400

) (GeV/c)µ(TP
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts
/5

 G
eV

/c

0

200

400

600

800

1000

1200

1400
Data

 fakesjet

 llZ

   W

tDiboson, t 

-1, CDF Run II Preliminary, 6.0 fb  µ

) (GeV/c)(TP
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts
/5

 G
eV

/c

0

200

400

600

800

1000

1200

1400

) (GeV/c)(TP
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts
/5

 G
eV

/c

0

200

400

600

800

1000

1200

1400
Data

 fakesjet

 llZ

   W

tDiboson, t 

-1, CDF Run II Preliminary, 6.0 fb  µ



OS Control Region Plots - e Channel
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35

5 Control Regions

Our primary control region is the opposite signed region. Unlike our signal region,

we expect to be dominated by Z → ττ events with W + Jet events the secondary

background. This control region allows us to test both the scale factors, which do not

affect the fakes; as well as the fake rate method.

All standard event level cuts have been mentioned in this note except the HT cut,

which serves to reduce QCD background. We define Ht as:

Ht = |P τ
t |+ |P l

t |+ /ET (10)

We vary the value of this cut based on the expected contamination from misidentified

jets. Three pronged jets have a large fake contamination, so we place a cut of 55 GeV

on all 3-pronged tau events. For one pronged taus, the electron has a slightly higher

fake rate at CDF than a muon, so our cuts are lowered to 50 GeV for the former, and

45 GeV for the latter.

The results are as follows.

CDF Run II Preliminary 6.0 fb
−1

OS e− τ

Process Events ± stat ± syst

Z→ ττ 3258.5± 38.5± 260.7

Jet→ τ 2570.2± 21.1± 577.6

Z→ µµ 0.5± 0.9± 0.0

Z→ ee 82.5± 8.6± 6.6

W→ τν 182.0± 8.7± 17.8

tt̄ 17.8± 0.2± 2.5

Diboson 30.3± 0.7± 3.0

Total 6141.9 ± 45.6± 634.0

Data 6058

Table 7: OS electron channel control region.

Along with plots in figure ?? and ?? , more extensive plots are available in Appendix

??.

6 Systematic Uncertainty

The total final uncertainty will be a combination of statistical and systematic. Many

systematic uncertainties have been mentioned throughout this note, we summarize a

full list here. Generally, we only have rate uncertainties as we do not have shape fits the

effect our final result. The systematic errors comprise the following categories: trigger

efficiency, ID/reconstruction efficiency, event cuts, background estimation, PDF and

luminosity. Generally, because of the composition of our background, the uncertainty

on the tau fake rate will dominate. See Table ?? for a summary of all systematics used.
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Both Channels:



Simplified Signal Models

• Mass spectrum of Charginos, Neutralinos, sTau, LSP 
determine kinematics of final state particles.

• Simplified models enable direct manipulation of MSSM 
masses, independent of mSugra constraints. 
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• ‘Simplified Gravity’ and ‘Simplified Gauge’ Models. Set limits on SUSY σ.

lsp

lsp



Simplified Gravity Model

• Can vary M(Chargino), M(slepton), M(LSP).

• Also vary slepton coupling to e, μ, τ.

Constraints:
-M(Chargino) = M(Neutralino)
-Masses chosen so as not to decay through W,Z,H
-M(gluino, squark) is high.

13

M
as

s 

→σ

Simplified Gauge Model

•GMSB Generally predicts light (sub-KeV) 
gravitino (MET).

•NLSP decays to gravitino plus SM partner

•We identify simple parameter space with 
slepton NLSPs

No intermediate decays through W, Z, H 

M(LSP) → 0 
for Gauge 

Chargino, Neutralino 
Decays:

sTau Decays:

Simplified 
Gauge

Simplified 
Gravity
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9 Results

After unblinding the signal region, we look at the same signed signal region. Our

ultimate limits will be expressed with various pieces of the data above /ET = 20 GeV.

The result for that region is shown in Tables 15 and 16.

CDF Run II Preliminary 6.0 fb
−1

SS e− τ

Process Events ± stat ± syst

Z→ ττ 5.0± 1.5± 0.4
Jet→ τ 537.0± 10.4± 129.0
Z→ µµ 0.0± 0.0± 0.0
Z→ ee 0.0± 0.0± 0.0
W→ τν 43.2± 4.2± 4.2
tt̄ 0.4± 0.0± 0.0
Diboson 2.1± 0.2± 0.2
Total 587.7 ± 11.3± 129.1
Data 518

Table 15: SS signal region used in limit setting, /ET > 20 GeV. Electron Channel.

CDF Run II Preliminary 6.0 fb
−1

SS µ− τ

Process Events ± stat ± syst

Z→ ττ 5.1± 1.5± 0.4
Jet→ τ 615.7± 11.2± 154.2
Z→ µµ 0.0± 0.0± 0.0
Z→ ee 0.0± 0.0± 0.0
W→ τν 53.7± 4.7± 5.3
tt̄ 0.4± 0.0± 0.0
Diboson 2.3± 0.2± 0.2
Total 677.1 ± 12.2± 154.3
Data 598

Table 16: SS signal region used in limit setting, /ET > 20 GeV. Muon Channel.
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SS Control Region Plots - e Channel
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MET > 20 GeV
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SS Control Region Plots - μ Channel

MET > 20 GeV
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SS Control Region Plots - MET Both Channels
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• Signal shown here for two models.

• MET is our final, tuned event level cut.

• Final exclusions will be SUSY σ limits (arbitrary here)
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N2 vs. sTau
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2-D Exclusion Contours 

•Create grid of signal points for many LSP values (GeV): 45, 120, 220 or 
LSP = 0 (for Simplified Gauge)

•Find best MET cut (s/√b) at each point.

•Create simple analytical expression for MET cut value.
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function of model parameters



Results
Simplified Gauge Model

18

• Plot contours of iso-σ.

• Excluding SUSY process σ, lower value is 
better.
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Results
Simplified Gravity Model
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• Simplified Gravity models suffer from massive LSP

LSP = 120 GeV LSP = 220 GeV
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Conclusions

• Including a hadronic τ while being as inclusive as possible, 
should have unique sensitivity to unexplored high tan β 
SUSY space.

• Final selection background almost totally data driven.

• Generic models free us from dependence on specific 
model constraints, increasing utility to theorists.
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http://www-cdf.fnal.gov/~rforrest/dilepton/
Analysis Webpage:

http://www-cdf.fnal.gov/~rforrest/dilepton/
http://www-cdf.fnal.gov/~rforrest/dilepton/

