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Luminosity Overview
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2011 Delivered Luminosity: ∫Ldt = 2.38 ± 0.09 fb-1

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
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• Luminosity Detectors

• Luminosity Scale Calibration

• Calibration Uncertainties

• 2011 Operations

• Conclusions
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Figure 12: Observed luminosity averaged over the fill as a function of BCID for the LUCID EventOR
and BCMH EventOR algorithms for a single LHC fill with 1042 colliding bunch pairs. On this scale, the
BCM and LUCID luminosity values during colliding BCIDs are indistinguishable. The small ‘afterglow’
luminosity comes in BCIDs where no bunches are colliding and are the result of induced activity seen in
the detectors. Only 800 BCIDs are shown so that the details of the afterglow in the short and long gaps
in the fill pattern can be more clearly seen.

random until the number of OR, AND and ZERO events corresponds to what is expected in a sample538

with exactly one interaction assuming the measured σvis values are correct.539

The sample of events with one interaction is then piled-up to create samples of 2,3,4.....30 interactions540

by adding up the signals measured by the FADCs from each Cerenkov tube. Cuts corresponding to the541

trigger thresholds are applied to the FADC signals in each sample and the probability of getting a trigger542

is recorded as a function of the number of interactions. In a final step these probabilities for a fixed543

number of interactions are used to calculate µ by assuming the number of interactions to be Poisson544

distributed.545

A comparison between the µ-values calculated with the pile-up method to that from the exponen-546

tial formulas are shown in Figure 13. The effect of multiple interactions which are individually below547

threshold for selecting an event tend to cause the exponential formulas to overestimate the luminosity at548

high values of µ. For LUCID EventOR, the difference can be described by a linear function that gives a549

1% correction at µ=10 . The LUCID EventAND comparison shows a correction of slightly more than550

2% at µ = 10.551

These pile-up corrections have been applied to all LUCID data used to predict luminosity during552

physics operations and in the comparison plots shown below. For simplicity, these corrections have not553

been applied to the LUCID data during the low-µ vdM scans where the effect would be small, and within554

the quoted uncertainty of ±0.5% for µ-dependence during the scan.555

8.4 LUCID PMT Current Correction556

Due to the increase in the total luminosity delivered by the LHC, both in terms of the number of bunches557

colliding and the average µ per bunch, the LUCID PMTs are now operating in a regime where the average558

anodic PMT current is of order 10µA which has an observable effect on the PMT gain.559

Uncorrected, this effect shows up both as an apparent µ dependence of the predicted luminosity560

since the PMT currents are highly correlated with the average µ during a fill, as well as a long-term561

time dependence in the LUCID luminosity prediction since the number of colliding bunches has steadily562

increased in 2011. The magnitude of this effect is on the order of 2% on the predicted LUCID luminosity.563

Figure 14 shows the ratio of the LUCID EventOR luminosity prediction to the BCMH EventOR564
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Luminosity Detectors
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Primary Detectors
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LUCID - The ATLAS Luminosity Monitor
V. Hedberg - Univ. of Lund 

University of Alberta
- J.L Pinfold (Project leader), 

   W.J. McDonald, Y. Yao 
CERN

- P. Grafström
University of Lund

- V. Hedberg
MPI-Munich/CERN

- T. Hott
University of Montreal

- G. Azuelos, C. Leroy, J-P. Martin
SACLAY (Physics normalization only)

- L. Chevalier, C. Guyot, J-F. Laporte

  J. Soukup (Chief Engineer), 
  B. Caron, A. Hamilton,• LUCID

- Dedicated Luminosity Monitor

- Gas Cherenkov Tubes, 5.6 < |η| < 6.0

• Beam Conditions Monitor (BCM)

- Designed for beam abort system

- Diamond Sensors, |η| ~ 4.2

Luminosity Reference Reaction: inelastic pp scattering

Redundancy with other methods
 to cross-check results

Both measure 
luminosity every 25 ns
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Luminosity Algorithms
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• Event Counting - criteria applied per beam crossing 

- Inclusive - EventOR - at least one hit either side

- Coincidence - EventAND - at least one hit on both sides

• Hit Counting

- Better linearity, harder to calibrate

• Particle Counting

- Most linear, need particle-sensitive detector

Main method used to date in ATLAS
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Interaction Rate
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L = μ nb fr /σinel = μvis nb fr/σvis

Inelastic Interactions / BC Measured quantity ε x σinel

To be calibrated

Algorithm Specific

fOR = NOR

NBC
= 1− e−µvis

vis

fAND = NAND
NBC

=

1− 2e−(1+R)µvis/2 + e−Rµvis

R = σOR
vis

/σAND
vis

fhits =
Nhits

NBCNCh
= 1− e−µvis

fpart =
Npart

NBCNCh
= µvis
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van der Meer Scans
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S. van der Meer, CERN-ISR-PO-68-31 (1968)
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Beam separation scans provide absolute luminosity calibration

Lpeak = frn1n2

��
ρ1(x, y)ρ2(x, y)dxdy

= frn1n2
1

2πΣxΣy

Σx, Σy - convolved beam widths
n1 n2 - bunch charge product
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vdM Scans in Practice
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rate and increases the beam size, to first order this effect cancels out in the determination of σvis. Any

possible residual effect is treated as a source of systematic uncertainty, as described in Section 5.

The value of µvis has been determined from the raw event rate using the analytic function described

in Section 2.2 for the LUCID EventOR algorithm. The LUCID EventAND algorithm is more involved,

however, as a numerical inversion using a look-up table is performed. Since the specific values of this

lookup table depend on σAND

vis as well as σOR

vis , an iterative procedure must be employed. This procedure

is found to converge after three steps.
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Figure 1: Specific interaction rate versus nominal beam separation for the LUCID EventOR algorithm

during scan IV in the x plane. The bunch charge product (n1n2) is measured in units of (1×10
11

protons)
2
.

The residual deviation of the data from the fit assuming statistical errors only is shown in the bottom

panel.

As illustrated in Figure 1, the scan data is fit to a double Gaussian with common mean plus a constant

background term which provides an excellent description of the scan data. The χ2/DOF for all fits are

less than 3, and most fits lie in the range from 0.5 – 2. For a double Gaussian profile, it can be shown

that the convolved beam size appearing in Equation 4 can be written 1/Σ = f1/σ1 + (1 − f1)/σ2 where

σ1 is the width of Gaussian 1 and f1 is the fractional component of Gaussian 1 in the double Gaussian

sum. Each scan for each BCID is fit independently to provide a measurement of µMAX

vis and Σ, and the

combination of one x scan and one y scan is the minimum needed to perform one measurement of σvis.
The average value of µMAX

vis between the two scan planes is used in the determination of σvis, and the

correlation matrix from each fit between µMAX

vis and Σ is taken into account when evaluating the statistical

uncertainty. Table 2 summarizes the scan IV-V measurements of σvis for both LUCID algorithms. Since

σvis should be independent of BCID or scan number, the agreement between these values reflects the

reproducibility and stability of the calibration procedure during a single fill. The variation in these

measurements by BCID and by scan can be seen for LUCID EventOR in Figure 2. Good agreement is

seen between the σvis results measured for different BCIDs, and the BCID-averaged σvis value found in

5

• Separate beams and measure
specific interaction rate

• Directly calibrate σvis for
each algorithm

• Ideally would perform 2D scan,
use 2 sets of x/y scans plus ‘offset’
scan to help control systematics

• Specific rate μvis / (n1 n2) removes current dependence

unseparated. By comparing this peak luminosity to the peak interaction rate µMAX

vis observed by a given
detector and algorithm during the vdM scan, a determination of σvis can be made according to

σvis = µ
MAX

vis

2πΣxΣy

n1n2
. (4)

One useful quantity which only depends on the transverse beam sizes, but can be extracted from the vdM

scan data for each luminosity method, is the specific luminosity Lspec which can be written as

Lspec = L/(nbn1n2) =
fr

2πΣxΣy
. (5)

Comparing the specific luminosity values measured in the same scan by different detectors and algo-
rithms provides a direct check on the consistency of the vdM scan results from these different methods.

2.2 Converting Counting Rates to Absolute Luminosity

In 2010, ATLAS has used event counting algorithms to measure the delivered luminosity, where a bunch
crossing is said to contain an ‘event’ if the criteria for a given algorithm are satisfied. Event counting is
equivalent to ‘zero counting’ where the rate of bunch crossings with no interactions are counted. Since
in general there can be more than one interaction per bunch crossing, the quantity µvis is only a linear
function of the event rate when µvis � 1. As more fully described in [2], there are two main algorithm
types currently being used in ATLAS for luminosity determination: EventOR (inclusive counting) and
EventAND (coincidence counting).

In an EventOR algorithm, a bunch crossing will be counted if the sum of all hits on both the forward
(“A”) and backward (“C”) arms of the detector under consideration is at least one. Assuming that the
number of interactions in a bunch crossing can be described by a Poisson distribution, the probability of
observing an inclusive event can be computed as

PEvent OR(µOR

vis ) = 1 − e
−µOR

vis = NOR

NBC
. (6)

Here the raw event count NOR is the number of bunch crossings, during a given time, in which at least
one pp interaction satisfies the event-selection criteria of the OR algorithm under consideration, and
NBC is the total number of bunch crossings during the same interval. Solving for µvis in terms of the
event-counting rate yields:

µOR

vis = − ln
�
1 − NOR

NBC

�
. (7)

In the case of an EventAND algorithm, a bunch crossing will be counted if there is at least one hit on
both sides of the detector. The probability of recording a coincidence event can be expressed as

PEvent AND(µAND

vis ) = 1 − 2e
−(1+σOR

vis /σ
AND

vis )µAND

vis /2 + e
−(σOR

vis /σ
AND

vis )µAND

vis = NAND

NBC
. (8)

This relationship cannot be inverted analytically to determine µAND

vis as a function of NAND/NBC so some
other technique must be used. Typically this inversion is performed numerically using a look-up table, or
the function is approximated with a simplified form. For example, the above expression can be simplified
if σOR

vis /σ
AND

vis ≈ 1, since in this case

PEvent AND(µAND

vis ) = 1 − e
−µAND

vis = NAND

NBC

(9)

and this relationship can then be inverted analytically. This approximation is used in the analysis de-
scribed in Section 2.4.3.

2

Peak Rate

Scan
Widths

Bunch
Charges
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Scan Campaigns

• October 2010 and May 2011 scans dominate results

• Limited bunch conditions, but far fewer bunches colliding

• Multiple bunches and multiple complete scan sets allows test
of consistency of results across algorithms and detectors

10

Apr `10 May `10 Oct `10 May `11

Scan Sets 1 2 2+1 2+1
Bunches

Coll./Total 1/2 1/2 6/19 14/38

β* (m) 2 2 3.5 1.5

p/bunch (1011) 0.1 0.2 ~0.9 ~0.8

Beam Size (μm) 45 45 ~60 ~40
Crossing Angle 

(μrad) 0 0 200 240

Peak μ 0.03 0.11 1.3 2.3
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• Widths of scan curves

• Variation between bunches ±5%

• Variation between successive scans ~ 1% (emittance growth)

Convolved Beam Widths

11

Σx Σy

May 2011 May 2011

Critical to do analysis separately per colliding bunch
Provides multiple measurements to assess consistency
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Beam Consistency

• Property of beams, should be independent of detector/algorithm
12

Lspec =
L

n1n2
=

1

2πΣxΣy

May 2011
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• Good agreement between detectors
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Beam Consistency

13

Lspec =
L

n1n2
=

1

2πΣxΣy

May 2011
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• Peak of scan curves

• Measured separately in X and Y scans, small emittance growth seen

Specific Interaction Rate

14

µvis/(n1n2)

May 2011



Eric Torrence August 2011

 [mb]
vis

σLUCID_EventOR 

40.5 41 41.5 42 42.5 43

B
C

ID

81

131

181

231

281

331

817

867

917

967

2602

2652

2702

2752

Scan VII

Scan VII Weighted Mean

Scan VIII

Scan VIII Weighted Mean

 0.6% from Overall Weighted Mean±

ATLAS Preliminary

• Property of detector/algorithm

• Consistent results to ±0.6%

Calibration Consistency
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May 2011

unseparated. By comparing this peak luminosity to the peak interaction rate µMAX

vis observed by a given
detector and algorithm during the vdM scan, a determination of σvis can be made according to

σvis = µ
MAX

vis

2πΣxΣy

n1n2
. (4)

One useful quantity which only depends on the transverse beam sizes, but can be extracted from the vdM

scan data for each luminosity method, is the specific luminosity Lspec which can be written as

Lspec = L/(nbn1n2) =
fr

2πΣxΣy
. (5)

Comparing the specific luminosity values measured in the same scan by different detectors and algo-
rithms provides a direct check on the consistency of the vdM scan results from these different methods.

2.2 Converting Counting Rates to Absolute Luminosity

In 2010, ATLAS has used event counting algorithms to measure the delivered luminosity, where a bunch
crossing is said to contain an ‘event’ if the criteria for a given algorithm are satisfied. Event counting is
equivalent to ‘zero counting’ where the rate of bunch crossings with no interactions are counted. Since
in general there can be more than one interaction per bunch crossing, the quantity µvis is only a linear
function of the event rate when µvis � 1. As more fully described in [2], there are two main algorithm
types currently being used in ATLAS for luminosity determination: EventOR (inclusive counting) and
EventAND (coincidence counting).

In an EventOR algorithm, a bunch crossing will be counted if the sum of all hits on both the forward
(“A”) and backward (“C”) arms of the detector under consideration is at least one. Assuming that the
number of interactions in a bunch crossing can be described by a Poisson distribution, the probability of
observing an inclusive event can be computed as

PEvent OR(µOR

vis ) = 1 − e
−µOR

vis = NOR

NBC
. (6)

Here the raw event count NOR is the number of bunch crossings, during a given time, in which at least
one pp interaction satisfies the event-selection criteria of the OR algorithm under consideration, and
NBC is the total number of bunch crossings during the same interval. Solving for µvis in terms of the
event-counting rate yields:

µOR

vis = − ln
�
1 − NOR

NBC

�
. (7)

In the case of an EventAND algorithm, a bunch crossing will be counted if there is at least one hit on
both sides of the detector. The probability of recording a coincidence event can be expressed as

PEvent AND(µAND

vis ) = 1 − 2e
−(1+σOR

vis /σ
AND

vis )µAND

vis /2 + e
−(σOR

vis /σ
AND

vis )µAND

vis = NAND

NBC
. (8)

This relationship cannot be inverted analytically to determine µAND

vis as a function of NAND/NBC so some
other technique must be used. Typically this inversion is performed numerically using a look-up table, or
the function is approximated with a simplified form. For example, the above expression can be simplified
if σOR

vis /σ
AND

vis ≈ 1, since in this case

PEvent AND(µAND

vis ) = 1 − e
−µAND

vis = NAND

NBC

(9)

and this relationship can then be inverted analytically. This approximation is used in the analysis de-
scribed in Section 2.4.3.

2
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• Uncertainty on bunch charge product n1 n2

- DCCT Scale α - 2.7%

- DCCT baseline (early scans only)

- Bunch-to-bunch fraction - 1.3%

- Ghost Charge - 0.2%

Bunch Charge

16
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DCCT - DC Current Transformer
accurate, but measures everything

FBCT - Fast Beam Current Transformer
bunch-by-bunch measurements

ni = (α SDCCT - SBaseline - Sghost) SiFBCT / ∑ SiFBCT

Scan Uncertainty
Apr. `10 5.6%
May `10 4.4%
Oct. `10 3.1%
May `11 3.0%
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e.g. 2010 Scan Systematics

• 2010 results dominated by final October Scan: δσvis/σvis = 3.4%

• 2011 scan different in detail, but results similar: δσvis/σvis = 3.4%

17

Scan Number I II–III IV–V

Fill Number 1059 1089 1386

Bunch charge product 5.6% 4.4% 3.1% Partially correlated

Beam centering 2% 2% 0.04% Uncorrelated

Emittance growth and

other non-reproducibility 3% 3% 0.5% Uncorrelated

Beam-position

jitter – – 0.3% Uncorrelated

Length scale calibration 2% 2% 0.3% Partially Correlated

Absolute ID length scale 0.3% 0.3% 0.3% Correlated

Fit model 1% 1% 0.2% Partially Correlated

Transverse correlations 3% 2% 0.9% Partially Correlated

µ dependence 2% 2% 0.5% Correlated

Total 7.8% 6.8% 3.4%

Table 7: Relative systematic uncertainties on the determination of the visible cross section σvis.
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Figure 8: Fractional deviation in the average value of µ obtained using different algorithms with respect

to the LUCID EventOR value as a function of µ over the 2010 data sample.
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Algorithm linearity

ρ(x,y) ≠ ρ(x) ρ(y)

σvis consistency

Without bunch charge uncertainty ~1.3%
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2010 - 2011 comparison

• Hardware changes in both BCM and LUCID over Winter 
shutdown mean numbers aren’t directly comparable

• Observed change consistent at ~percent level with expectation

• May 2011 scan very important for 2011 luminosity uncertainty
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Oct `10 May `11 Change

BcmH_Or 4.594 4.689 +2.1%

BcmH_And 0.1316 0.1359 +3.3%

Lucid_Or 41.67 42.51 +2.0%

Lucid_And 13.04 13.44 +3.1%

Preliminary vdM σvis (in mb) calibration
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Extrapolation
• vdM scans provide calibrated σvis at one point in time, at lowish μ

• Must be extrapolated to much higher μ to each individual BCID

• Must be applied over months of operations

• Must be applied to rather different operational conditions

19

Must carefully examine long-term stability and μ dependence

vdM vdM
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2011 Afterglow

• 2011 has seen 50 ns bunch spacing in ‘trains’

• Up to 1331 bunch pairs colliding in ATLAS

• ‘Afterglow’ at ~1% level (depending upon detector/algorithm)

20
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- TileCal - PMT currents from ~250 PMTs

- FCal - LAr currents from ~30 selected HV lines
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Figure 10: Average ratio per run 〈LLUCID/LFCal〉run for 17 ATLAS runs in 2010.
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Figure 11: FCal calibrated instantaneous luminosity (red) for an ATLAS run taken in 2010. Superim-

posed is the ATLAS preferred instantaneous luminosity (blue).
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Too slow for vdM scans
relative measurements only

Good agreement 
to 2010 lumi data

Particle counting
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Day in 2011
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• Uncertainty of ±1% in 2011 (±0.5% in 2010)

2011 Long-term consistency
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~ 2 1/2 months in 2011
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2011 Mu Dependence

• Uncertainty of ±1% in 2011 (±0.5% in 2010)
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Preliminary Luminosity Results

24

2010 2011

2010 2011
vdM Calibration 3.4% 3.4%

μ Linearity 0.5% 1.0%
Long-term Stability 0.5% 1.0%

Afterglow - 0.2%
Total Uncertainty 3.4% 3.7%
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Conclusions
• Calibrations based on vdM beam separation scans

• Calibration Uncertainty currently dominated by bunch charge

• 2011 operations have brought additional challenges, higher 
luminosities (μ~20) will bring more

25

The ATLAS luminosity group 
looks forward to the

future challenges the LHC 
will deliver...

~ 0.5 fb-1 delivered last week


