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Basic Information
● 18 Racks, more than 300 servers

● Servers are fully compatible with both IPv4 and IPv6

● 2 x 8 Gbps WAN Link (sharing with VECC T2 grid)

● 150KVA UPS + 20 min. of power backup and 

220KVA Isolation transformer

● UPS panel: which is a common place to control and 

distribute power supply

● Dedicated Fire Suppression System

● 17TR centralized + new 11TR in-Row 

cooling

● 2U Twin configuration compute nodes

● 4U - 53 storage nodes with RAID 6

● 3 GPU nodes with 8 x Nvidia v100 card and 

additional 12 different cards

● Two commissioning sites in production 

environment along with dedicated T3

T2 storage Head 

Node (HN)

T3 computing 

HN

T2 computing HN

● New tests have been added

● Not affecting site performances
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● DC2 is newly formed in 2022. Mostly hosting computing and GPU 

servers

● Total 18 server racks including 2 network racks

● Air Handling Units (AHU) provides 17RT cooling and in-Row 

provides 11RT cooling
Door

Main outlet 

pipes are 

connected 

to bigger 

chiller 

plant

Sharing with other 

Lab
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H/W resources - Storage and Computing
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Type of 

nodes

Number Rack 

size

Storage 

capacity

CPU cores on each node (HT 

enabled)

Memory in 

GB (each 

node)

Commissioning 

Year

Storage nodes 31 4U ~ 9 PB 64C@2.8GHz - AMD EPYC 7282 256 - DDR4 2019 - 2022

Storage nodes 9 4U ~ 1.8 PB 32C@2.10GHz - Intel E52620

40C@2.20GHz - Intel 4114

128 -DDR4 2017 - 2018

Storage nodes 5 4U ~ 1 PB 24C@2.4GHz - Intel 192 - DDR3 2016

Storage nodes 5 4U ~ 320 TB 16C@2.53GHz - Intel Xeon E5630 96 2015

Storage nodes 12 4U ~ 800TB 8C to 12C@2.3GHz - Intel 32 2012 - 2014

Storage nodes 8 4U ~ 200TB 8C@2.4GHz - Intel 24 2009 - 2011

Computing Nodes 96 2U4N 2 x 480GB SSD for 

OS

128C@2.35GHz - AMD EPYC 7452 256 - DDR4 2019 – 2022

Computing Nodes 16 2U4N 2 x 480GB SSD for 

OS

56C@2.3GHz – Intel 128 - DDR3 2017

Computing Nodes ~ 70 2U4N SATA / SSD drives 

for OS

16C – 48C@2.0GHz - Intel 2GB per core 2012 - 2016



H/W resources - GPU

Type of 

nodes

Number Rack 

Size

Storage 

capacity

CPU cores on per 

node (HT 

enabled)

Memory in 

GB (per 

node)

GPU Card per node Commis-

ioning 

Year

GPU 

nodes

1 4U 2 x 512GB 

NVME for OS

2 x 400GB 

SSD for scratch

72C@2.30GHz -

Intel Xeon Gold 

6140

128 - DDR4 7 x Nvidia Tesla V100 

card - 32GB - NVLink

2019

1 x Nvidia Tesla V100 

card - 16GB - NVLink

2017

GPU 

nodes

2 4U 2 x 480GB 

SSD for OS

32C@2.3GHz -

Intel Scalable 

Processor 5218

192 - DDR4 1 x Quadro RTX 6000 -

24GB

2 x RTX 2080 Ti - 11GB

1 X Nvidia Tesla4 - 16GB

2 x AMD Radeon7 16GB

2017
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H/W resources

Application Servers:

● Name Resolution Services - Domain Name System (DNS) - Dual servers - parent DNS provider is 

ERNET India

● Storage - dCache - Single Head node and Multiple Disk Nodes

● Computing workload manager - HTCondor-CE - Single HN and Multiple WNs

● Proxy Services - CERN Frontier Squid - Dual server

● ARGUS Authentication service - Single server

● APEL accounting - Single Server

● Bandwidth Tester - PerfSonar - Single Server
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Pledge

Resources

Pledges provided by VOs - CMS

● Pledge will 

remain same till 

2023

● Cleaned nearly 

2PB space during 

April to June

● Latest 

informations are 

not updated in 

CRIC, after 

storage 

migration. 

Following up in 

GGUS ticket: 

163728

ATCF7, Nov 1-3, 2023                                                                                   Puneet K Patel                                                                                                               7



Network Connectivity - Local Network
● Connections flow:

NKN - CC - LIU - Cisco - SRX - BD - QFX -

DC1 and DC2

● SRX hosts IPv6 configuration

● BD hosts IPv4 configurations

● Using 40G to 10G DAC or AOC cables for 

10G connectivity

● BD has both 10G and 1G ports

● Using different VLANS for public, private 

and IPMI

● Virtual Chassis (VC2) expended to DC2
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Network Connectivity – WAN link

● Upgraded to full 10G dedicated circuit till CERN (2017)

● NKN implemented CERN PoP with 10G link (2018)

● At present (8G + 8G ) active links to LHC network

● NKN L3 peerings to USA via Singapore and Amsterdam

● Network for Run IV ⇒ Requested / Expected from NKN ~40G, Mumbai to Geneva

● Other indian institutes are connected to TIFR via NKN Mumbai

● 1Gbps dedicated P2P link from TIFR ⇔ CERN

(2009)

● Upgraded to 2G in 2012

● Upgraded to 4G in 2014

● Implemented fall back path using 10G shared

TEIN link to Amsterdam (2015)

● CERN P2P link Upgraded to 8G (2015)

● Implemented LHCONE peering and L3VRF

over NKN, all collaborating Indian institutes

(2015 - 2016)
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Network Connectivity – WAN link

CERN        TIFR

16G 16G16G
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Site Status

Last 90 days

Site Readiness - 1 month

Tests failed while updating 

configuration in storage
Storage node went 

downATCF7, Nov 1-3, 2023                                                                                   Puneet K Patel                                                                                                               11



Data transfer - FTS - last 1 yr.

Inbound

Outbound

4.5 PB

2 PB
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Inbound

Outbound

● Xrootd transfers last 1 yr.

● Multi TB data has been transported

Data transfer - XRootD - last 1 yr.
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Monitoring

GGUS ticketing System: https://ggus.eu

ETF Monitoring: https://etf-cms-prod.cern.ch

Grafana: https://monit-grafana.cern.ch

Squid Proxy: http://wlcg-squid-monitor.cern.ch

EGI ARGO monitoring: https://egi.ui.argo.grnet.gr/

PerfSonar: http://repos.indiacms.res.in

APEL Synchronization: http://goc-accounting.grid-support.ac.uk/rss/INDIACMS-TIFR_Sync.html

Web access of Storage: http://se01.indiacms.res.in/dpm/indiacms.res.in/
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Cooling: In-Row

Chiller units

● Two in-Row units in DC2

● It can handle servers load 

with 30KVA capacity per 

units

● DC2 is hosting only 

computing and GPU servers 

for better cooling

DC2

In-Row Cooling Units

From Swegon

Handles load upto 

30KVA each UnitCold 

water

Hot 

Water
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Chilled water piping 

(inlet and outlet)



Cooling : in-house stand 
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● Working configurations of HTCondor and dCache are available in Github: 

https://gitlab.cern.ch/ppatel/T2_IN_TIFR/-/tree/master/HTCondor & https://gitlab.cern.ch/bjashal/t2/-

/tree/master/Prod_dcache_T2_IN_TIFR

● Hosted HSF-India training at TIFR during May 1-5, 2023 

(https://indico.cern.ch/event/1254939/)

● ICFA Instrumentation school (ICFA2023), Feb 12-25, 2023

● Celebrating a decade of the Higgs symposium, June 6-10, 2022

● upcoming HSF-India workshop Dec 18-22, 2023 at NISER Bhubaneswar, India 

(https://indico.cern.ch/event/1328624/)

Contributions
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Storage migration - DPM to dCache
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Need of storage migration ?

● Main driving force behind DPM (design, development, evolution and support) - CERN IT department 

- last 15 yrs.

● DPM end of life support is summer 2024 (enforced migration - till summer 2023)

● No new patches or bug fix with after EOL

● Can’t raise any GGUS ticket to dpm team

● Need of better storage technology to sustain the increased performance

● Requirement of long term support and sustainability

Available Options:

1. EOS Open Storage (EOS)

2. dCache

3. Storage Resource Manager (StoRM)

4. XrootD/CEPHFS

5. The Dynamic Federations system (Dynafed)



Storage migration - DPM to dCache

Most suitable option for us - dCache

● Distributed architecture, supports heterogeneous server, provides single virtual filesystem tree

● Both DPM and dCache storage implementations can use posix filesystem to store files. Because storage 

backend is same (and although directory layout differs)

● DPM and dCache use database (MySQL vs PostgreSQL) to store file namespace (LFN catalogue)

● Migration can be done just by importing data from DPM in the dCache catalog

● Migration from DPM to dCache is just slightly more complex - database structure is completely different
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Storage migration - DPM to dCache

Whole migration can be done in three steps:

1. DPM is in consistent state and fix potential issues - can be done when DPM is online (No downtime)

○ Pre-upgrade steps:
■ Backup of existing MySQL database

■ Upgraded dmlite version with 1.15.2-15: provides migration tools
■ Upgrade dpm to latest version on both head node and disk node

○ This dbck consistency updates can be done in four steps
■ lost-and-dark-show

■ dpm-dbck
■ pool-file

■ fill-checksum
2. Dump DPM namespace and configuration - when DPM is offline (downtime required)

○ Generate DPM migration dumps
○ New package installation for migration tools

○ Stop all dpm services and generate layout files for all nodes

Migration Guide: https://twiki.cern.ch/twiki/bin/view/DPM/DpmDCache
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Storage migration - DPM to dCache

3. Import namespace data in dCache database and distribute generated dCache configuration files - downtime 

required

○ Proceed if and only if everything is fine in previous steps - important

○ Install of dCache packages and PostgreSQL

○ Create database structure and user

○ Import data from existing MySQL database to PostgreSQL
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Storage migration - DPM to dCache

dCache in-built monitoring

● Monitoring is enabled on port 

2288

● Cell services and Pool usages 

status are precise and 

effective way to identify 

errors

● Exploring other functionality
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Storage migration - DPM to dCache

dCache in-built monitoring
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Storage migration - DPM to dCache

dCache in-built monitoring
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Storage migration - DPM to dCache

Migration status of WLCG sites

https://docs.google.com/spreadsheets/d/1KDVAJ9JzlycA3Wrz1iY2fQxZndWdAezFnLaDAxXIpUs/edit#gid=0
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Storage migration - DPM to dCache

Migration status of WLCG sites

https://docs.google.com/spreadsheets/d/1KDVAJ9JzlycA3Wrz1iY2fQxZndWdAezFnLaDAxXIpUs/edit#gid=0
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Challenge and improvements

● Expended DC to adjacent room - now it is DC1 + DC2 - for better cooling

Disk pool error in storage nodes

● Pool restart required: Internal repository error

● Pool disabled: Meta data lookup failed and a pool restart is required

● Pool disabled: file could not be opened; failed to read the file

● Pool disabled: I/O test failed

● ls: cannot access /disk04: Input/output error

● Currently resetting the nodes to resolve this issue - temporary

● Looking for permanent solution for these errors
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Summary

● One of the largest Tier-2 center in CMS, which is part of global CMS resources.

● Having dedicated Tier3, which is supporting more than 90+ active users from collaborating indian 

institutes

● Organizing and hosting both national and international events of Physics Analysis, computing based 

etc.

● Funding agencies are supportive. New funds will help in site upgradation (power, cooling, space and 

servers) and functioning.

● Best efforts to get 40 Gbps connectivity. Requests are under discussion with ISP
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Thank you
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