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What situation is currently in CERN?

1. The Reason for Project

3

• CPU aspect

• overusing the served CPU resource

• about 10% lower Tier-1’s Pledged resource compared by the required.

• Monte Carlo Simuation jobs using the most CPU usage
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What situation is currently in CERN?

1. The Reason for Project

4

• ALICE-5 recommendation of C-RSG (Computing Resource Scrutiny Group)

• required resource in 2024 -  CPU 10% ↑, Disk 15% ↑, Tape 35% ↑

• ALICE-5 -  ALICE is encouraged to increase its opprotunistic resources beyond T0 on HPCs.


‣ Efforts are being done by both HPC and LHC communities to be able to run on HPC resources.
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Introduction of the project participating institutes

2. The Project Participants
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• ALICE

◦ One of CERN experiment group

◦ Job sumitee


• KISTI

◦ Korea Institute of Science and Technology 

Informantion

◦ Computing resource provider

◦ Project environment builder


• CBNU

◦ Chungbuk National University

◦ Project environment builder

• The project’s goal is to construct ALICE Grid job execution environment on an HPC cluster in South Korea.

• Currently, a script job that mounts a CVMFS repository has been done in this environment successfully.
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Architecture1 - Project environment for ALICE Grid jobs

3. The Project Architecture
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1. Retrieve ALICE Grid jobs submitted by authorized users in VOBOX


2. Craete JobAgent script to search for available nodes


3. Change to gsdc23a01 user, a job submission user


4. Move to /scratch/gsdc23a01


5. Submit a job that runs the JobAgent to the PBS queue


6. Aollcate the job on an HPC worker node by the PBS server


7. If there are some resources for ALICE Grid jobs, bring and execute grid 
jobs for the JobAgent’s lifetime



❖

hyeonjin.yu@cern.ch, Hyeon-Jin Yu

Detailed Architecture1 - GSDC Site

3. The Project Architecture
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NODE :  ‘alice-kisti-hpc’ 


• installed packages

• vobox

• cvmfs

• frontier-squid

• pbs-execution


• roles

• authentication

• proxy server

• job submission


• using network file system

• mounted /scratch/gsdc23a01 as 

a job submission path
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Detailed Architecture1 - NURION Site

3. The Project Architecture
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NODE :  PBS Server

• installed package


• pbs-server

• roles


• allocating jobs to available worker nodes


NODE :  PBS worker

• installed packages


• cvmfs

• pbs-execution


• roles

• job execution


• why ramdisk used?

• The nodes don’t have a disk, so we use a 

ramdisk instead of disks
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Overview

4. The Project Configuration
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• Introduce what VOBOX, CVMFS, Frontier-squid, PBS, NFS are, as mentioned the before chapter

• Explain how to configure them for this project

Frontier-squid • A proxy server used for CVMFS

• This proxy has the information about the stratum servers storing CVMFS repositories.

CVMFS • A file system that stores various experimental data, package, software, etc. from CERN

• It is similar to Github.

NFS • A protocal that allows accessing file systems on other nodes through a network

• It’s used to access a directory for job submission to HPC.

PBS • A software that optimizes job scheduling and workload management

• It is similar to HTCondor.

VOBOX • A system to support ALICE VO services

• This system is necessary to grant access to the project environment only for authorized users.
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1st. Frontier-squid

4. The Project Configuration
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• Frontier-squid is a proxy server used to mount the alice.cern.ch repository required for ALICE Grid jobs.

• How to configure the proxy server?

◦ add a http_proxy environment variable 

◦ edit /etc/squid/customize.sh

• a above file means that when we mount something in CVMFS, the proxy 
only accesses MAJOR_CVMFS stratum servers

[ a ‘http_proxy’ environment varible ]

[ /etc/squid/customize.sh ]
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1st. Frontier-squid

4. The Project Configuration
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• The path in MAJOR_CVMFS is a list that stratum servers having alice repositories.

• We choose MAJOR_CVMFS using a ‘uncoment’ command in  /etc/squid/cutomize.sh.

[ /etc/squid/customize.sh ]

[ a proxy config file - /etc/squid/squid.conf ]
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2nd. CVMFS

4. The Project Configuration
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[ CVFMS Repository servers ]

• CVMFS is a file system that stores repositories including packages, experimental data, etc.. 

• We can check the following on the CernVM-FS Repository Monitor page:

◦ what repositories are in CVMFS.

◦ where the repositories are in. [ Repository Monitor page ]
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2nd. CVMFS

4. The Project Configuration
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[ CVMFS config file - /etc/cvmfs/default.local ]

• There are some parameters for configuring CVMFS.

• The parameters

◦ CVMFS_REPOSITORIES  -  the repository list you want to mount (one or more)

◦ CVMFS_HTTP_PROXY  -  the your proxy server list (one or more)

◦ CVMFS_CACHE_BASE  -  the location of the cache directory

◦ CVMFS_QUOTA_LIMIT  - the cache size (MB)
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2nd. CVMFS

4. The Project Configuration
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• When we mount some repositories using CVMFS, Frontier-squid logs are created as shown below.

◦ TCP-MISS : the repository isn’t cached before (= these repositories are mounted first time) 

◦ TCP-HIT :  the repository is cached (= these repositores are mounted second time)

[ mounting the alice repository ] [ /var/log/squid/access.log (first mount) ]

[ /var/log/squid/access.log (second mount) ]
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3nd. NFS

4. The Project Configuration
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• NFS is a networking protocol for sharing /scratch/gsdc23a01.

• How to configure NFS?

◦ mount /scratch/gsdc23a01, a ALICE Grid jobs’ submission path

◦ edit ldap.conf and sssd.conf

[ mounting /scratch/gsdc23a01 ]

* gsdc23a01 user is a job submission user.
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3nd. NFS

4. The Project Configuration
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[ /etc/sssd/sssd.conf ][ /etc/openldap/ldap.conf ]

• These files allow that only gsdc23a01 user has access to the mounted directories. 

◦ LDAP -  a Lightweight Diretory Access Protocol to search for information over a network

◦ SSSD -  a System Security Service Daemon for accessing remote directories and authentication services.
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3nd. NFS

4. The Project Configuration
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• We can switch the user from root to gsdc23a01 using the CA.

• This allows access to the mounted directories only for gsdc23a01 user.

◦ On root user, it can not access them. (Only mounting them)

◦ On gsdc23a01 user, it can access them. (A owner of them)

Access failed!

[ on root user ]

Access successed!

[ on gsdc23a01 user ]
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4th. PBS

4. The Project Configuration
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• PBS Client


◦ the interface used by user to interact with the PBS server


◦ submitting, monitoring jobs


• PBS Server


◦ the central node of managing the PBS system


◦ managing job scheduling, resources and job execution on the 
cluster


• PBS Worker


◦ the nodes that the actual computational work is performed

• PBS is a software to optimizes job scheduling and workload management.

• The project uses all types of pbs nodes.


* A pbs cluster consists of 1 client, 1 server and 1 worker.

[ PBS cluster ]
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4th. PBS - Client Node

4. The Project Configuration
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• PBS Client is used for submitting ALICE Grid jobs and monitoring jobs and queues.

• Whether a node functoins as a PBS client, server or worker depends on the daemons started in /etc/pbs.conf.

◦ Because of the following setting, This node becomes ‘a PBS Client node’.

• PBS_START_SERVER 

◦ a daemon that manages all jobs and resources


• PBS_START_SCHED

◦  a daemon that do job scheduling


• PBS_START_COMM

◦ a deamon that communicate between the server and mom 

daemon


• PBS_START_MOM

◦ a daemon that manages the local resources of the compute 

node

[ /etc/pbs.conf on PBS Client node ]
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4th. PBS - Client Node

4. The Project Configuration
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• Using the client node, we can monitor the status of the PBS server, workers and job queues.

• The cluster already processes a variety of job types, including data processing, simulation, parallel processing.

[ The status of PBS server ]

[ The status of PBS workers ]

…
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4th. PBS - Client Node

4. The Project Configuration
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[ The status of PBS queues ]

• Using the client node, we can monitor the status of the PBS server, workers and job queues.

• The cluster already processes a variety of job types, including data processing, simulation, parallel processing.
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5th. PBS - Worker Node

4. The Project Configuration
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[ a job script ]

[ the result files of the job ]

qsub cvmfs.sh

• PBS worker node is NURION, the 5th suptercomputer in South Korea, calculatational node.

• We test to submit a job that mounts alice.cern.ch repository and runs alienv script.

◦ To verify if the worker node is ready to execute ALICE Grid jobs.
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5th. PBS - Worker Node

4. The Project Configuration
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• PBS workder node is NURION, the 5th suptercomputer in South Korea, calculatational node.

• We test to submit a job that mounts alice.cern.ch repository and runs alienv script.

◦ To verify if the worker node is ready to execute ALICE Grid jobs.

[ debug log of the job ]

……

[ output of the job ]
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6th. VOBOX

4. The Project Configuration
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• VOBOX is a system to support ALICE VO services.

• Before configuring VOBOX, we set port and source rules in firewalld for CERN.

[ Network setting guide ]
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6th. VOBOX

4. The Project Configuration

25

• After installing wlcg-vobox, we configure site-info.def, users.conf, groups.conf.


◦ site-info.def -  the main configuration file written YAIM

◦ users.conf -  a file defining the users to be created on the service nodes that need them

◦ groups.conf -  a file defining the user categories that must be accepted by the grid services provided by a site 

[ site-info.def ]

[ groups.conf ]

[ users.conf ]
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6th. VOBOX

4. The Project Configuration

26

• When we execute `/opt/glite/yaim/bin/yaim -c -s site-info.def -n VOBOX > ~/yaim-result.log`,  
the grid-mapfile is generated by the three aforementioned files.


• For the HPC security, we leave only a few map list related to real access users.

[ grid-mapfile (new ver.) ]

…

[ grid-mapfile (old ver.) ]
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(Key point) Stabilization of Project Environment for Real ALICE Grid job processing

5. Future Plans
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❏ Registering VOBOX nodes with CERN 


❏ ALICE Grid job submission Test


❏ Next topic discussion through contact with ALICE computing
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Hyeon-Jin Yu
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