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Introduction and timeline
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Fermilab and accelerators
• National Accelerator Laboratory founded 1967
- Named after Enrico Fermi and dedicated (“Fermilab”) in 1974

• Central facility: proton synchrotron “Main Ring”
- 2π km circumference and initial energy of 200 GeV (1972)
- Used for fixed target experiments 

• Higher energy with superconducting magnets
- First superconducting synchrotron 
- Initial name “Energy Doubler” or “Energy Saver”. 512 GeV 

(1983)
• Antiproton source added in 1985
- Stochastic cooling built on success of SppS at CERN 
- First collisions at 1.6 TeV in 1985, 1.8 TeV in 1986: TeVatron
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Fermilab site

Tevatron

Helen Edwards (Tevatron lead 
scientist) at installation of last 
superconducting magnet
18-Mar-1983
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Tevatron experiments: CDF and DØ
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CDF DZero
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Early Tevatron results
• Tevatron first run 1988-1989
- Retroactively named “Run 0”
- 4 pb-1 lumi delivered to CDF 
• DØ still under construction at this time

• Ability to measure W and Z bosons?
- Precision measurements seemed well out of reach
• Limiting factor: calorimeter energy resolution 
• Breakthrough: calibrating with E/p (including tracker)

• SLC starting up around the same time
- Who would be first to see Z bosons in the Western 

Hemisphere? 
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New York Times 19-Jul-1988
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First W and Z results: 1989
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Ken Ragan at SLAC Summer Institute 1989 [SLAC-R-361]

MW = 80.0 ± 0.6 ± 0.3 GeV
MZ = 90.9 ± 0.3 ± 0.2 GeV
precision from a hadron collider rivaling lepton colliders!

Mass (GlV/C’) 

Figure 25: The Z”-e+e- effective maas distribution using the calorimeter energy mea. 
surements for the electrons. 

b) 
! 

Figure 26: a) The I?-p’p- effective mass distribution using the tracking measurements 
for the muons. b) The Z”-e’e- effective mass distribution using the tracking information 
for the electrons. The radiative tail on the low side of the peak is clearly visible. 
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Table 3: Corrections and uncertainties in the 2’ mass, in GeV/c’. The fust uncer- 
tainty is statistical, the second systematic. 

in Table 3. The resulting maas values are: 

mZ = 91.1 i 0.3 f 0.4 GeV/cZ (e+e- Cd.11 

mZ = 90.7 zk 0.4 f 0.2 GeV/c’ (p+p- tracking), 

where the errors are statistical and systematic, respectively. Our best value for 
the 2’ mass comes from a weighted mean of these two numbers, using for each an 
overall uncertainty formed by the combination (in quadrature) of the statistical and 
systematic uncertainties, excluding the common mass scale error. We obtain for OUT 
hal result [42]: 

mZ = 90.9 i 0.3 C 0.2 GeV/cZ , 

where the fist error is the quadrature sum of the statistical and systematic uncer- 
tainties, and the second is the mass scale uncertainty. The Ma&II experiment at 
the SLC has recently published a result [43] in good agreement with this number. 

Electroweak Conclusions 

In conclusion, we have measured the W and Z boson mawa to be: 

mw = 80.0 f 0.6 f 0.3 GeV/2 , 

mZ = 90.9 k 0.3 !k 0.2 GeV/c’ , 

where the first error is the quadrature sum of the statistical and systematic uncer- 
t&&s, and the second is the mass or energy scale uncertainty. Together, these two 
precision measurements give a value for the electroweak mixing parameter of: 

sir? 6~ = 0.225 k 0.013 , 

where the dominant contribution to the error is the systematic uncertainty on the 
W mass. This is in excellent agreement with a comprehensive analysis of all lower 
energy data (Am&ii ef aI., [20]) which gives sin*Bw = 0.230 zt 0.0048. Stated 

.;. _- 

.__ 

-428- 

Mass (GlV/C’) 

Figure 25: The Z”-e+e- effective maas distribution using the calorimeter energy mea. 
surements for the electrons. 

b) 
! 

Figure 26: a) The I?-p’p- effective mass distribution using the tracking measurements 
for the muons. b) The Z”-e’e- effective mass distribution using the tracking information 
for the electrons. The radiative tail on the low side of the peak is clearly visible. 

, , 
(tracking) (tracking) (calorimeter) 

Events in Fit 123 I 58 I 65 
Fitted Mans 90.41 f0.40 89.27 10.80 90.93 10.34 
R&d. COIL +0.22 10.03 +2.19 k-o.30 +0.11 *0.03 
struct. Func. i-O.08 10.03 +0.08 iO.03 +0.08 10.03 
E/P Cal. f0.38 
Mom. Scale 10.20 j 10.20 1 f0.20 
m.3 90.7 f0.4 10.2 1 91.5 f0.8 f0.4 1 91.1 dco.3 +0.4 

Table 3: Corrections and uncertainties in the 2’ mass, in GeV/c’. The fust uncer- 
tainty is statistical, the second systematic. 

in Table 3. The resulting maas values are: 

mZ = 91.1 i 0.3 f 0.4 GeV/cZ (e+e- Cd.11 

mZ = 90.7 zk 0.4 f 0.2 GeV/c’ (p+p- tracking), 

where the errors are statistical and systematic, respectively. Our best value for 
the 2’ mass comes from a weighted mean of these two numbers, using for each an 
overall uncertainty formed by the combination (in quadrature) of the statistical and 
systematic uncertainties, excluding the common mass scale error. We obtain for OUT 
hal result [42]: 

mZ = 90.9 i 0.3 C 0.2 GeV/cZ , 

where the fist error is the quadrature sum of the statistical and systematic uncer- 
tainties, and the second is the mass scale uncertainty. The Ma&II experiment at 
the SLC has recently published a result [43] in good agreement with this number. 

Electroweak Conclusions 

In conclusion, we have measured the W and Z boson mawa to be: 

mw = 80.0 f 0.6 f 0.3 GeV/2 , 

mZ = 90.9 k 0.3 !k 0.2 GeV/c’ , 

where the first error is the quadrature sum of the statistical and systematic uncer- 
t&&s, and the second is the mass or energy scale uncertainty. Together, these two 
precision measurements give a value for the electroweak mixing parameter of: 

sir? 6~ = 0.225 k 0.013 , 

where the dominant contribution to the error is the systematic uncertainty on the 
W mass. This is in excellent agreement with a comprehensive analysis of all lower 
energy data (Am&ii ef aI., [20]) which gives sin*Bw = 0.230 zt 0.0048. Stated 

.;. _- 

.__ 

-428- 

edded in quadrature with the energy-dependent resoiution term, ad is a statirticd 
(not a systematic) uxertainty. The results of the tower-to-tower adjustment (Figure 
4) show a mean tower correction comprued to the 1987 source calibrations of 1.6%, 
demonstrating the long-term stabiiity oftbe ~nurce calibration. The width (rrns) of 
the corrections is 2.7% and represents the convolution of the 1.7% tower-to-tower 
nncertainty and the error on the original source calibration. 

The mean values of E/p for electrons and positrons were then used to precisely 
align the track& chamber by wire-layer rotation. The wire-position corrections 
were typically 35 /un (a rotation of approximately 30 prad), and the resulting align- 
ment is accurate to better than 5 /em. The basis of this method is the observation 
that the absorptive process of calorimetric raeasurement cannot distinguish between 
charges, while any geometric distortions or digmnat errors of the chamber lead to 
absolute sagitta errors and thus charge-dependeni c~ror~: 

where the snperscripts in&i&e the charge of the particle and 6s represents the effect 
of distortions or alignment errors. ISote t,hat charge-lridcpendenl sagitta erro:~ can 
be absorbed into the overall momenturn scale uncertainty, which will be discussed 
below. 

Finally, having adjusted the electromagnetic calibration based on (z), - ::)_, 
and ALigned the central chamber based on ($+ - (%) (where the subscripts Indicate 
the particle chnrgcs) of an inclusivr electron scsmple, xe have two cross-checks on 
OIX absolute eilergy!nlonieiituIrl scale. One is the shape of the E/p distribution 
for electrons from the process VVL--e’v, shown in Figare 5. These electrons are 
&c&cd by both internal and external bwn~3shhiun3 ivhich is precisely predicted by 
QED, and the distribution is neither centered on, nor symmetric about, a value of 
1.0. Figure 5 shows the data and the result,3 of a Monte Carlo calculation including 
calorimeter and track@ resolution as quot.ed above and the full effects of radiation. 
The agreetnent between the two is excellent. The statistical agreement between them 
introduces an uncertainty of 0.2% in the calorimeter energy scale. Additionally, there 
is a 0.3% uncertainty arising from possible uncertainties in the radiative calculation, 
so that the final uncertainty on the energy scale is smaller than 0.4%. The second 
check, which serves to establish the uncertainty on the absolute momentum scale, 
is the agreeruent of our measured messed of the Kg , J/4, and T with the accepted 
values (see Figure 6). We uleasure, using tracking information only, 0.4977 i 0.0003 
GeV/c2, 3.096 IL 0.001 GeV/c*, and 9.469 & 0.010 GeV/c’, respectively. The last of 
these is 1g (0.1%) above the accepted value of 9.4603 i 0.0002 GeV/c’, allowing us 
to conservatively set aa uxertainty on the moolentum (mass] scale of 0.2%. 

Jet Energy Corrections 

l’he jet energy scale muat he understood if one ia to identify jets with initial partonc 
and compnre jet measurements to QCD predictions. For the jet studier discussed 

. *-- =3 

Figure 4: The mean value of E/p for path tower of the CEM for the inclusive electron 
sample, using the 1987 CEM source calibration. The correction [actor for each tower is 
I,‘(:). The mean value of the corrections is 1.016. .showing the long term stability of the 
nrigL1a1 source calibrnt~an. The rm~ width of the distribution is 0 027 and is related to the 
~esjdud tower-to-tower calibration uncertainty and the uncertainty on the original SOUIC~ 
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Run I of the Tevatron (1992-1996)
• 140 pb-1 of 1.8 TeV collisions delivered to both experiments
- DØ fully online in 1992
• The top quark
- Evidence in 1994
- Discovery by both experiments in 1995

7

Fermilab director John Peoples with
CDF and DØ spokespersons
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Figure 6. Results. 

data has identified 17 candidates of W decay- 
ing into eu with the PT of the electron and of 
the neutrino larger than 20 GeV/c. An analy- 
sis of IVBs decaying into muon has produced 
10 candidates. Two Z decays into e+e - have 
also been identified. The number of events 
observed is consistent with our expectations. 
Figure 4 displays the information recorded in 
the calorimeter and part of the drift cham- 
bers for a W candidate decaying into eu. The 
tracks associated with the interaction vertex 
are visible. Cells of the calorimeter with more 
than 1 GeV are also shown for the entire az- 
imuthal angle. A cluster of energy deposited 
in the electromagnetic section of the central 
calorimeter is clearly shown. In figure 5 the 
same candidate is seen along the beams' direc- 
tion. The detector has measured 39.5 GeV of 
electromagnetic energy in one direction and an 
almost equally large amount of missing energy 
in the exact opposite direction. 

The transverse momentum of the electron 
and neutrino are plotted in figure 6. The two 
electrons with a p r  > 40 GeV correspond to 
events where the electron is produced together 
with a jet. Figure 5 shows the transverse mass 
distribution of the 17 candidates. The distri- 
butions of these three plots are consistent with 
what is expected for the decay of a W with a 
mass of about 80 GeV into ev. 

The goal of DO towards the study of the 
IVBs for the 1992 Tevatron running period is 
to measure the mass of the W with a precision 
of 160 MeV. This will be achievable with the 
expected luminosity of 25 pb -1. This measure- 
ment together with the prediction of the Stan- 
dard Model will set new limits on the mass of 
the top quark. 
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DØ gets in the game
• Bruno Gobbi at ICHEP 1992 (Dallas, TX USA) 
- Shortly after the start of Run I
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706 First  W Decays Observed with the DO 

Figure 4. R-z view of a W --~e decay. 

through the chamber. This precision remains 
the same within 10% over the entire drift dis- 
tance of 7 cm. A single delay line measures 
the z coordinate in the CDC with a sigma of 
3 mm. r The two track separation, measured 
using e + e- from converted gammas (1.5 m up- 
stream), is 0.5 cm with 90 % efficiency for iden- 
tifying the tracks, s (The same quantity calcu- 
lated by displacing individual tracks relative 
to each other is 0.2 cm). The dE/dx resolu- 
tion is 13 % when retaining 75 % of the hits 
in the CDC or FDC. This gives a rejection 
factor of 50 for 2 mip (e+e -)  for a 90% prob- 
ability of identifying a one mip particle2 The 
efficiency for identifying tracks with the reso- 
lution quoted is above 98 %. The test results of 
the TRD predict that the three modules will 
have a pion rejection factor of 50 for a 90 % 
probability of identifying the electron. 

DO TRIGGERING SYSTEM 

The triggering system of the DO detector 
requires first the coincidence between particles 
produced at small angle and on both sides of 
the interaction (level-0). A hardware trigger 
processor selects events based on the informa- 
tion in the calorimeter as well as in the muon 
spectrometer (level-I). An additional selection 
is achieved by analysis done on a farm of mi- 
croprocessors (level-2). Data can be collected 

Figure 5. Same event seen along the beam. 

simultaneously for up to 30 different combi- 
nations (triggers) of requirements of level-1 
and level-2. The events satisfying the required 
'trigger' criterias are then stored for further 
analysis. 1~ 

The present 'trigger' for W ~ et/ 
demands first a minimum bias interaction 
(level-0). Second, it requires from the level-1 
an ET > 15 GeV in the electromagnetic section 
of the calorimeter. Events are anlysed in the 
level-2 and they are retained whenever clusters 
of electromagnetic energy with ET > 25 GeV 
are identified. A test on the shape of the 
shower is also performed. The offiine analy- 
sis, in addition to fully reconstructing clusters 
of electromagnetic energy, compares the longi- 
tudinal shape of the shower to that measured 
in a test beam with an identical calorimeter 
module. A one mip track must also connect 
the event's vertex with the centroid of the elec- 
tromagnetic cluster. 

FIRST W ~ ev DECAYS 

In the 1992 Tevatron running period, prior 
to this conference, about 100nb -j have been 
delivered. Half of this luminosity has been 
used to debug and calibrate the detector. A 
fraction of the remaining luminosity has been 
dedicated to the study of Ws decays. 

The present preliminary analysis of this 
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How to measure the W boson mass precisely 
• Young-Kee Kim at ICHEP 1994 (Glasgow, UK)
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Figure 1: The mass spectra for the pL+p- final state in the region of the J/T/J mass (left) and in 
the region of the T and 2 masses (right). 

0 
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Figure 2: Left: Ratio of the CEM (electron energy) to the CTC (electron momentum) mea- 
surement for the W-+ev sample. The points (histogram) are the data (simulation). Right: The 
mass spectrum of the Z+e+e- sample. The histogram shows the best fit to the data. 

the electron impact point is corrected to be as uniform as possible by using a large sample of 
low transverse momentum electrons, resulting in better resolution for the electron energy. The 
E/P distribution for the W electrons after this correction is shown in Fig. 2, where E and P 
are the CEM and CTC measurements of the electron energy and momentum respectively. The 
long tail on the right-hand side is due to internal and external bremsstrahlung emitted by the 
electron before entering the tracking volume. Since the photon is nearly collinear with the elec- 
tron, the CEM E measurement is largely unaffected but the CTC P measurement is lowered, 
resulting in the long tail. The solid histogram is from a radiative Monte Carlo which includes 
the contributions from both internal and external radiation. The CEM scale determined with 
this method provides a statistical precision of 0.08% and a systematic uncertainty of 0.13%. 

As a cross check for the CEM scale, the invariant mass of 2 --) ese- events with both 
electrons in the central calorimeter is reconstructed. A simulation including contributions from 
the Drell-Yan continuum and radiative 2 decays is used to fit the invariant mass distribution. 
The best fit is 90.87 f 0.20(stat.) f. O.lG(syst.) GeV. 

1) Calibrate track scale with dimuon resonances

_ J/1// -+ w 
_ (CDF Preliminary) 

Gaussian + Linear 
p = 3094.28 Lt 0.08 

0 = 14.58 f 0.09 

ot.“‘.““““’ I 92cm 9400 9600 9m romo 1 ozm rw00 10600 

M, (MeV/c’) 
.- 40 
> ’ 36 ; 2 + p/J, M, 91.29 * = 0.21 
2 J2 26 : (CDF Prsliminorvl ,, II 

I 

t 24 - 
DATA (POINTS) 
MC (CURVE) 

M,,. (MN/c’) M, (GeV/c’) 

Figure 1: The mass spectra for the pL+p- final state in the region of the J/T/J mass (left) and in 
the region of the T and 2 masses (right). 

0 

CDF PRELIMINARY M,=+ = 90.67 +/- 0.26 W 

Figure 2: Left: Ratio of the CEM (electron energy) to the CTC (electron momentum) mea- 
surement for the W-+ev sample. The points (histogram) are the data (simulation). Right: The 
mass spectrum of the Z+e+e- sample. The histogram shows the best fit to the data. 

the electron impact point is corrected to be as uniform as possible by using a large sample of 
low transverse momentum electrons, resulting in better resolution for the electron energy. The 
E/P distribution for the W electrons after this correction is shown in Fig. 2, where E and P 
are the CEM and CTC measurements of the electron energy and momentum respectively. The 
long tail on the right-hand side is due to internal and external bremsstrahlung emitted by the 
electron before entering the tracking volume. Since the photon is nearly collinear with the elec- 
tron, the CEM E measurement is largely unaffected but the CTC P measurement is lowered, 
resulting in the long tail. The solid histogram is from a radiative Monte Carlo which includes 
the contributions from both internal and external radiation. The CEM scale determined with 
this method provides a statistical precision of 0.08% and a systematic uncertainty of 0.13%. 

As a cross check for the CEM scale, the invariant mass of 2 --) ese- events with both 
electrons in the central calorimeter is reconstructed. A simulation including contributions from 
the Drell-Yan continuum and radiative 2 decays is used to fit the invariant mass distribution. 
The best fit is 90.87 f 0.20(stat.) f. O.lG(syst.) GeV. 

2) Calibrate EM scale with 
electron E/p

Figure 6: The current measurement of the W mass is compared to other measurements. 
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Figure 7: The W charge asymmetry measured by CDF, compared to predictions of various 
PDF’s. The older MRS and MT Bl sets predict lower asymmetries, while the CTEQ 2 sets 
predict higher asymmetries. MRS H and MRS D’_ give a good agreement with the CDF data. 

which is in a good agreement with the combined prediction for the W mass, Mw = 80.25 f 0.09 
GeV, from the LEP experiments (Mw = 80.25 f 0.10 GeV) [ll] and the neutrino experiments 
(Mw = 80.24 f 0.25 GeV) [12]. Thi s a g reement is a stringent test of the Standard Model. 

The present analysis is still preliminary. We anticipate further reductions in the systematic 
uncertainties before the analysis is complete. One source of this reduction is an improvement 
in our knowledge of the lepton momentum resolution. Another comes from the use of the 
measurement of our W lepton charge asymmetry [13] shown in Fig. 7. This measurement 
is able to distinquish between parton distributions and thus reduce the number of structure 
function candidates, resulting in a reduction in the strucure function uncertainty. 

3. Measurements of I’(W) and I’(W + ev)/I’(W) 
The ratio of the production cross sections (VW, crz) times the branching ratios into electrons 
for W and 2 bosons is related [14] to the W decay width I’(W) by 

R = uw - BR(W-+eu) uw l?(W+eu) r(z) 
uz - BR(Z+e+e-) = Qz * r(w) ’ r(Z+e+e-)’ 

-6 

-12 

-16 

w + pv 
COF Preliminary 

_ * 
w . DATA 

* 0 MC 

Es- (cd 
Figure 3: < ~11 > as a function of the lepton PT. The left (right) figure is from th,‘k + eu 

‘(W + pv) decays for the data and the simulation. 

2.2 Neutrino Momentum Measurement 

The neutrino momentum is determined by measuring the energy of all of the hadrons in the 
event which recoil against the W. We remove the calorimeter towers associated with the electron 
or muon, and replace them with the average transverse energy, 30 MeV per tower, from the 
underlying event in our W sample. Then, the momentum of the recoiling hadrons is the vector 
sum Ppdrms = (IIE~o~eriT~o,,,)~, with Etower being the energy in a given calorimeter tower in 
the pseudorapidity region 171 < 3.6, and vi,,, being a unit vector from the event vertex to the 
center of the given tower. The neutrino momentum is reconstructed from the transverse energy 
balance @ = -3,” - F,drma. 

2.3 Event Selection 

Events are removed if any detector elements used in this analysis were not functioning properly, 
or the running conditions were not stable. This removes N 10 7s of the events. Events are 
required to satisfy P$ or Pf > 25 GeV, PTy > 25 GeV, PThodrons < 20 GeV, and 60 < MT < 100 
GeV. Events having jets with E$’ > 20 GeV or other tracks with PT > 10 GeV are removed. 
The lepton track must be isolated, and satisfy tight fiducial requirements. The total number 
of W + eu events is 6421 and the number of W + pu events is 4090. 

2.4 Detector Model and Fitting Procedure 

W events are generated with a leading-order calculation using the MRS D’_ parton distribution 
function. The bosons are given transverse momentum with a subsequent boost. To model 
A@‘, one must calibrate the detector response to the hadrons recoiling against the W, which is 
poorly known. Since the production properties of 2 and W bosons are very similar, and both 
leptons from 2 decays are measured with better resolution than the recoiling hadrons, we make 
use of the 2 + e+e-, p+p- 
given PT, the @pdrona 

events to model this response. When a W is generated with a 
against the W is simulated by using the $pdrOnr against a 2 event with 

the same PT measured from e+e- or ~1 + p -. The advantage of this method is that there are no 
detector resolutions to be tuned to the data. Only the input Py distribution is tuned. 

@adronr can be decomposed into ~11 and ~1, the components parallel and perpendicular to 
the lepton direction. ‘1~11 contains most of the AIF information and it is the quantity sensitive to 
the lepton selection cuts (efficiency of leptons close to the recoiling hadron direction decreases), 
the residual leakage from the lepton energy into surrounding calorimeter towers, or errors in 

3) Calibrate hadronic recoil 
with Z events 
…
many other steps (bkgd, etc)

n) Measure mW!
80.38±0.23 GeV
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W and Z physics by the end of Run I

10

11

80 80.25 80.5 80.75

→ ←
Standard Model Indirect Prediction

UA2 (1992)

D0

CDF

Hadron Collider Avg

preliminary LEP2 Avg

preliminary World Avg

MW = 80.36 ±  0.37

MW = 80.483 ± 0.084

MW = 80.433 ± 0.079

MW = 80.454 ± 0.059

MW = 80.412 ± 0.042

MW = 80.426 ± 0.034

MW (GeV)

FIG. 1. Direct measurements of the W boson mass compared with the SM prediction [22] based on a fit to all Z-pole data
and the direct top mass measurements.

TABLE III. Uncorrelated uncertainties (MeV) in the CDF [10] and DØ [11] W boson width measurements from the 1994-95
(Run 1b) data. W boson decay channels used (e, µ) are listed separately.

Source CDF µ CDF e DØ e

W statistics 195 125 142
Lepton energy scale 15 20 42
Lepton E or pT non-linearity 5 60 -
Recoil model 90 60 59
pT (W ) 70 55 12
Backgrounds 50 30 42
Detector modeling, lepton ID 40 30 10
Lepton resolution 20 10 27
Parton luminosity slope - - 28

• Parton distribution functions - the CDF and DØ analyses used different sets of PDFs to evaluate this uncertainty
and quote different contributions. The W boson acceptance is similar in the direct measurements of the W boson
width since both experiments require lepton pT > 20 GeV and |η| < 1.

• W boson mass

• QED radiative corrections

The Run 1 direct W boson width measurements from CDF [10] and DØ [11] are

ΓW = 2.05± 0.13 GeV (CDF) ,

ΓW = 2.231+0.175
−0.170 GeV (DØ) , (17)

where the total uncertainty is quoted. The correlated uncertainties for the two measurements are shown in Table IV.
The likelihood fit returns a slightly asymmetric statistical error for the DØ result. We symmetrize it by taking the
arithmetic average and combine in quadrature with the total systematic uncertainty to obtain a total uncertainty of
173 MeV for the DØ result. We use the procedure described in Section III C to construct the covariance matrix, and
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TABLE IV. Systematic uncertainties (MeV) from correlated sources in the direct W boson width measurements [10,11].

Source CDF DØ
PDF 15 27
Radiative Corrections 10 10
W boson mass 10 15

use it to obtain the combined result

ΓTevatron
W = 2.115± 0.105 GeV , (18)

with χ2 = 0.7 and probability of 40%. The square root of the off-diagonal covariance matrix element gives the total
correlated error of 26 MeV and a correlation coefficient of 0.03. As in the case of the W mass combination, the
uncorrelated errors dominate with the current statistics, and ignoring the correlation would produce a similar result
(2.115 ± 0.104 GeV). However, in Run 2 at the Tevatron, which is expected to increase the statistics by a factor of
∼ 20, the correlated uncertainties on the theoretical inputs may dominate.
Combination of the Tevatron average with the preliminary LEP average [22] of

ΓLEP
W = 2.150± 0.091 GeV (19)

assuming no correlated uncertainty gives

Γworld
W = 2.135± 0.069 GeV (20)

as the preliminary world average (with χ2 = 0.063). Figure 2 shows the W boson width results, compared with the
SM prediction of 2.0927± 0.0025 GeV [23].

1.6 1.8 2 2.2 2.4 2.6

→Standard Model
Prediction

D0

CDF

Hadron Collider Avg

preliminary LEP2 Avg

preliminary World Avg

ΓW = 2.231 ± 0.173

ΓW = 2.050 ± 0.130

ΓW = 2.115 ± 0.105

ΓW = 2.150 ± 0.091

ΓW = 2.135 ± 0.069

ΓW (GeV)

FIG. 2. Direct measurements of the W boson width compared with the SM prediction [23].

V. JOINT ANALYSIS OF W BOSON MASS AND WIDTH

In this section we describe the analysis for the joint direct measurement of the W boson mass and the width.
We do not allow external constraints on the mass and width parameters: instead we propagate the uncertainties on

!W

!Z
"#W˜l$%!0.7499"0.0046 GeV. #7.7%

Finally, using this value in the expression for "(W) leads
to

"#W %!#22.279"0.137%
1
R GeV. #7.8%

2. Result of measurements

The ratio of cross sections is given by

R!
Nobs
W #1# f bgd

W %

Nobs
Z #1# f bgd

Z %

&Z

&W
AZ

AW .

#The dependence on the luminosity is completely canceled in
the ratio.% Our results for e and ' channels are

Re!10.82"0.41#stat%"0.35#syst%,

R'!11.8#1.4
$1.8#stat%"1.1#syst%,

and combined

Re$'!10.90"0.52#stat! syst%.

This is consistent with previous measurements shown in Fig.
16.
Using this result, we obtain the branching fraction

B#W˜l$%!#11.02"0.52%%. #7.9%

Combining this measurement with the calculation of the
partial width of the W boson "(W˜l$), we obtain

"#W %!2.044"0.097 GeV. #7.10%

This is in excellent agreement with the prediction of the
standard model, "(W)!2.077"0.014 GeV (35,36), and
with the world average value, "(W)!2.06"0.06 GeV (9).
We can use our result to probe new possible decay modes

of the W boson, such as decays into supersymmetric chargi-
nos and neutralinos (37) or heavy quarks (38). Since our
experimentally measured central value of "(W)/"(W˜l$)
#the inverse of the branching fraction% falls below the mean
predicted by the standard model, we use the asymmetric
method to calculate limits on new decay modes (9). From
our data, we derive a 95% C.L. upper limit of 171 MeV on
the width of unexpected decays of the W boson. If a new
heavy quark exists, the limit for its mass is mq!%61 GeV at
the 95% C.L. #see Fig. 17%. Combining our result with other
measurements (39) gives a weighted average of "(W)
!2.062"0.060 GeV and a 95% C.L. upper limit of 111
MeV on unexpected decays.
Since the time that these results were first reported in a

Letter (8), knowledge of the mass of the W boson has im-
proved substantially. If we update the value used in Ref. (8)
of MW!80.23"0.18 GeV to the current value of MW
!80.39"0.06 GeV (40), the following results are obtained:

!#W %B#W˜e$%!2.35"0.02"0.08"0.13 nb,
#7.11%

B#W˜l$%!#11.03"0.52%%, #7.12%

"#W %!2.054"0.097 GeV. #7.13%

FIG. 16. Measurements of the ratio of the W˜l$ and Z˜ll
cross sections multiplied by their respective branching fractions.
The results are shown as a function of the years of the data run.

FIG. 17. The width of the W boson as a function of a new quark
mass. Our measurement is shown as a one standard deviation band
with the central value represented by the solid line. The darker
curve represents the prediction of the standard model as a function
of quark mass. The short dashed line indicates the upper limit at
95% C.L. on the width of the W boson from our data.

MEASUREMENT OF W AND Z BOSON PRODUCTION . . . PHYSICAL REVIEW D 60 052003

052003-19

DØ Collaboration / Physics Letters B 517 (2001) 299–308 307

Fig. 2. Differential cross section for W boson production as a
function of pW

T shown for the entire pW
T range (upper plot) and the

low pW
T region (lower plot). The points are the DØ data; the error

bars do not include the 4.3% error in the luminosity. The histograms
represent the upper and lower 68% confidence level limits of the
prediction [8] obtained from the ratio method.

The upper and lower 68% confidence level limits for
the prediction are plotted as histograms. The extracted
transverse momentum distribution agrees well with
the measurement: the Kolmogorov–Smirnov probabil-
ity [15] κ is equal to 0.987.

6. Conclusions

We have measured the ratio of scaled differential
cross sectionsRpT forW and Z boson production, and
compared it to a purely pQCD prediction. We observe
good agreement between data and theory over the
entire pT spectrum. For completeness, we have used
the theoretical prediction for RpT , together with our
measurement of the differential Z boson production
cross section, to extract the differential cross section
for W production. As expected, this prediction agrees
with our published result. From this first study of the
method of Ref. [8] for predictingW boson properties,
we conclude that, once the high statistics samples of
Z boson events expected from Run 2 at the Tevatron
become available, this new approach should lead to
smaller overall uncertainties on the measured mass

and width of the W boson, compared to current
methods used at hadron colliders.
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The HERA accelerator 
• electron-proton collider at DESY
- Operated 1992-2007
- 0.5 fb-1 delivered to each experiment

• Collisions of 920(p)x27.6(e) GeV 
- √s=320 GeV

• Two collider experiments H1 and ZEUS
- Specialized experiments: HERMES and HERA-B

• Precision probe of QCD and parton structure
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Figure 4: Results for the weak neutral-current couplings of the u- and d-type quarks at the 68% confi-
dence level (C.L.) obtained with the gu

A+gu
V+gd

A+gd
V+PDF fit. The left panel shows a comparison with

results from the D0, LEP and SLD experiments (the mirror solutions are not shown). The 68% C.L.
contours of the H1 results correspond to ��2 = 2.3, where at the contour all other fit parameters are
minimised. The SM expectation is displayed as a star. The right panel shows a comparison of results
from fits where the couplings of one quark type are fit parameters, and the couplings of the other quark
type are fixed, i.e. the gu

A+gu
V+PDF and gd

A+gd
V+PDF fits.

5.3 The ⇢0
NC

, 0
NC

and ⇢0
CC

parameters

The values of the ⇢0NC, f and 0NC, f parameters (c.f. equations (18) and (19)) are deter-
mined for u- and d-type quarks and for electrons in ⇢0NC,u+

0

NC,u+PDF, ⇢0NC,d+
0

NC,d+PDF and
⇢0NC,e+

0

NC,e+PDF fits, respectively. In these fits, the respective ⇢0NC and 0NC parameters are free
fit parameters, while the other ⇢0 and 0NC parameters are set to one and the SM EW parameters
are fixed. Scale-dependent quantities such as ⇢NC, f , NC, f , ⇢CC, f are calculated in the OS scheme
as outlined in section 2. The results are presented in table 4 and the 68% confidence level con-
tours for the individual light quarks and for electrons are shown in figure 5. The results are
compatible with the SM expectation at 1–2 standard deviations. The parameters of the d-type
quarks exhibit larger uncertainties than those of the u-type quarks. This is due to the small
electric charge of the d quark in the leading �Z-interference term (see equations (5) and (6)),
and also in gd

V (see equation (10)). Furthermore, the d-valence component of the PDF is smaller
than the u-valence component.

The results of the ⇢0NC,u+
0

NC,u+PDF and ⇢0NC,d+
0

NC,d+PDF fits (table 4) are equivalent to the val-
ues determined for the NC couplings in gu

A+gu
V+PDF and gd

A+gd
V+PDF fits, as presented above.

The results can be compared to the combined results for sin2 ✓(u,d)
e↵ and ⇢(u,d) from the LEP+SLD

experiments [19]: while the uncertainties are of similar size, the present determinations consider
data from a single experiment only.

A simultaneous determination of ⇢0NC,u, ⇢0NC,d, 0NC,u and 0NC,d is performed, i.e. a
⇢0NC,u+⇢

0

NC,d+
0

NC,u+
0

NC,d+PDF fit, and the results are given in the appendix B. The results are
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Electroweak probes at HERA
• Differential cross sections for ep scattering
- Charged current (W boson) and Neutral current (Z𝛄 

interference) probes

• Simultaneous electroweak+PDF fits
- Indirect measure of W/Z masses and other SM 

parameters
- MW = 80.520±0.115 GeV, MZ = 91.08±0.11 GeV

• Can also probe couplings
- e.g. axial and vector couplings of Z boson

12

2 / GeV2Q
310 410

)2
 (p

b/
G

eV
2

/d
Q

σd

-710

-510

-310

-110

10

H1 and ZEUS

y < 0.9
 = 318 GeVs

-1p 0.4 fb-HERA NC e
-1p 0.5 fb+HERA NC e
p-HERAPDF2.0 NC e

p+HERAPDF2.0 NC e

-1p 0.4 fb-HERA CC e
-1p 0.5 fb+HERA CC e
p-HERAPDF2.0 CC e

p+HERAPDF2.0 CC e

2 / GeV2Q
310 410

)2
 (p

b/
G

eV
2

/d
Q

σd

-710

-510

-310

-110

10

Figure 74: The combined HERA NC and CC e−p and e+p cross sections, dσ/dQ2, together
with predictions from HERAPDF2.0 NLO. The bands represent the total uncertainty on the
predictions.
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 [GeV]Wm

2017 PDG

H1
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D0
CDF
ATLAS 
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W-boson mass

H1

Figure 2: Value of the W-boson mass compared to results obtained by the ATLAS, ALEPH, CDF, D0,
DELPHI, L3 and OPAL experiments, and the world average value. The inner error bars indicate statisti-
cal uncertainties and the outer error bars full uncertainties.

NC normalisation is small. In this fit, the value of mW , denoted as m(GF,mW )
W , is determined as

m(GF,mW )
W = 82.05 ± 0.77 GeV. The value is consistent at about 2 standard deviations with the

world average value and with the result of the mW+PDF fit above. The larger uncertainty com-
pared to the fit described above is expected. This indirect determination of the W-boson mass
assumes the validity of the SM [38].

A simultaneous determination of mW and mZ is also performed. The 68 % and 95 % confidence
level contours of that mW+mZ+PDF fit are displayed in figure 3 (left). Sizeable uncertainties
�mW = 1.4 GeV and �mZ = 1.3 GeV with a very strong correlation are observed. A less strong
correlation is found when displaying sin2✓W = 1 � m2

W/m
2
Z instead of mZ (figure 3, right). A

mild tension of less than 3 standard deviations between the world average values for mW and mZ

and the fit result is observed. The very strong correlation prevents a meaningful simultaneous
determination of the two boson masses from the H1 data alone.

In such a simultaneous determination of two mass parameters, the precise measurement of GF

can be taken as additional input. Due to its great precision it e↵ectively behaves like a constraint,
as was proposed earlier [54,86]. The 68% confidence level contours of the mW+mZ+PDF fit with
GF as one additional input data [13], is further displayed in figure 3. As expected, the resulting
value of mW is equivalent to the value obtained in the m(GF,mW )

W +PDF fit. The 68% confidence
level contour is very shallow due to the high precision of GF. The mild tension with the world
average values of mW and mZ is reduced in comparison to the fit without GF constraint. In the
mW-mZ plane the GF constraint corresponds to a thin band. The orientation of the mW+mZ+PDF
contour is similar to the slope of the GF band, because the predominant sensitivity to mW and
mZ of the H1 data arises through terms proportional to GF and sin2✓W rather than the propagator
terms. This explains the large uncertainty observed in the m(GF,mW )

W +PDF fit as compared to the
nominal mW+PDF fit.

The value of mZ is determined in the mZ+PDF fit to mZ = 91.08 ± 0.11 GeV, to be compared
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Observing W and Z bosons at HERA?
• Real W production incredibly rare at HERA
- Combined H1+ZEUS measurement: 23 events
- Measured σ = 1.06±0.17 pb
• SM prediction of σ = 1.26±0.19 pb

• Z bosons: even rarer
- ZEUS sees Z production in hadronic decays
- Measured σ = 0.13±0.06 pb
• SM prediction of σ = 0.16 pb

- Leptonic decays of Zs not observed in searches at both 
H1 and ZEUS
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Figure 1. Distributions of kinematic variables of events with an isolated electron or muon and
missing transverse momentum in the full HERA e±p data. Shown are: the polar angle of the lepton
θ! (a), the difference in the azimuthal angle of the lepton and the hadronic systems ∆φ!−X (b), the
lepton-neutrino transverse mass M !ν

T (c), the hadronic transverse momentum PX
T (d), the missing

transverse momentum Pmiss
T (e) and the transverse momentum of the lepton P !

T (f). The data
(points) are compared to the SM expectation (open histogram). The signal component of the SM
expectation, dominated by single W production, is shown as the hatched histogram. The total
uncertainty on the SM expectation is shown as the shaded band.

– 9 –

920 ZEUS Collaboration / Physics Letters B 718 (2013) 915–921

Fig. 2. The Mjets distribution of the data (a) after all selection criteria, except for the ηmax cut, (b)–(d) in several ηmax slices.

Fig. 3. The Mjets distribution and the fit result. The data are shown as points, and
the fitting result of signal + background (background component) is shown as solid
(dashed) line. The signal contribution is also indicated by the shaded area and
amounts to a total number of Nobs events. The error bars represent the approximate
Poissonian 68% CL intervals, calculated as ±

√
n + 0.25 + 0.5 for a given entry n.

with

f i =
{

Nref,i − Nobs,i + Nobs,i ln(Nobs,i/Nref,i) (if Nobs,i > 0)
Nref,i (if Nobs,i = 0).

The best combination of (a,b,ε) is found by minimising χ̃2. The
value of a after this optimisation gives the ratio between the ob-
served and expected cross section, i.e. σobs = aσSM. The maximum
and minimum values of a in the interval %χ̃2 < 1 define the range
of statistical uncertainty.

7. Systematic uncertainties

Several sources of systematic uncertainties were considered and
their impact on the measurement estimated.

• An uncertainty of 3% was assigned to the energy scale of the
jets and the effect on the acceptance correction was estimated
using the signal MC. The uncertainty on the Z 0 cross-section
measurement was estimated to be +2.1% and −1.7%.

• The uncertainty associated with the elastic and quasi-elastic
selection was considered. In a control sample of diffractive DIS
candidate events, the ηmax distribution of the MC agreed with
the data to within a shift of ηmax of 0.2 units [23]. Thus, the
ηmax threshold was changed in the signal MC by ±0.2, and
variations of the acceptance were calculated accordingly. The
uncertainty on the cross-section measurement was +6.4% and
−5.4%.

• The background shape uncertainty was estimated by using dif-
ferent slices of ηmax in the fit. The background shape was
obtained using only the regions of 4.0 < ηmax < 4.2 or 4.2 <
ηmax. The region of 3.0 < ηmax < 4.0 was not used since

JHEP 0910:013,2009
arXiv:0907.3627 

PLB 718, 915 (2013)
arXiv:1210.5511



31/10/23 Jayatilaka | Tevatron and HERA 

Tevatron Run II
• Major upgrade after Run I ended (1996)
- Increase in peak luminosity from 1030 cm-2 s-1 to over 

4x1032 cm-2 s-1

- Increase of beam energy from 900 GeV to 980 GeV
• Construction of Main Injector
- New 150 GeV accelerator stage
- Essential in increase in luminosity
- Still used at Fermilab for neutrino experiments
• Significant upgrades to both CDF and DØ
- e.g. upgraded trackers and triggers
- Solenoid magnet in DØ
• Run II delivered data from 2001-2011
- 12 fb-1 to each experiment

14

Main Injector

Main Injector tunnel

CDF Central Outer Tracker 
installation

DØ silicon tracker
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Vector boson pairs
• Vector boson pairs: WW, WZ, ZZ
- Critical test of standard model and probe for 

potential new physics
- Run II dataset enabled measurement
• Only evidence seen for WW in Run I

- Crucial backgrounds for Higgs boson searches
- Provides validation of theoretical calculations

15

background.
The signal and background expectations are sum-

marised in Table I, together with the number of data
events passing the selection criteria [21]. The measured
cross section is :

σ(pp̄ → W+W−) =
14.6+5.8

−5.1(stat)
+1.8
−3.0(syst)± 0.9(lum) pb

where the systematic uncertainty is a combination of the
uncertainties on the signal acceptance and background
estimates. The third uncertainty corresponds to a 6%
uncertainty from the integrated luminosity measurement.
The dilepton mass and lepton transverse momenta distri-
butions are shown in Figure 1. There is no evidence for
statistically significant discrepancies in either the dilep-
ton mass or lepton transverse momentum distributions,
which could indicate the presence of poorly estimated
backgrounds or physics beyond the Standard Model.

ee µµ eµ

Z/γ∗
→"+"− 0.21+1.29

−0.16 0.43+1.56
−0.38 0.43 ± 0.14

WZ 0.29 ± 0.03 0.33 ± 0.03 0.15 ± 0.02

ZZ 0.35 ± 0.04 0.34 ± 0.04 0.011 ± 0.002

W + γ 0.48 ± 0.13 - 0.57 ± 0.13

tt̄ 0.021 ± 0.011 0.012 ± 0.007 0.046 ± 0.018

Fake 0.52 ± 0.19 0.17 ± 0.16 0.65 ± 0.37

Background 1.9+1.3
−0.3 1.3+1.6

−0.4 1.9 ± 0.4

W+W− Signal 2.6 ± 0.3 2.5 ± 0.3 5.1 ± 0.6

Expected 4.5+1.4
−0.5 3.8+1.6

−0.5 7.0 ± 0.8

Observed 6 6 5

TABLE I. Estimated backgrounds, expected W+W− sig-
nal and the observed number of events in 184 pb−1 for each
dilepton category. The signal expectation assumes a total
W+W− cross section of 12.4 pb. Systematic uncertainties
are included.

We have performed an alternative measurement of the
W+W− production cross section, which tests the robust-
ness of our result in a sample with different signal and
background composition. The event selection is based
on the “lepton+track” analysis used for our measure-
ment of the tt̄ production cross section in the dilepton
channel [22].
There are two important differences between the lep-

ton+track analysis and our main analysis. Firstly, one
of the two lepton candidates is only required to be an
isolated track. Secondly, all events must pass a "Esig

T

requirement of "Esig
T > 5.5 GeV1/2 where here, the ET

sum is made over all jets with ET > 5 GeV. The can-
didate isolated track must have PT > 20 GeV/c and be
in the range |η| < 1. Again, only events with no jets
are considered. The overall acceptance is 0.42 ± 0.05%,
similar to the acceptance for the main analysis. The in-
creased acceptance for dilepton events where electrons or

)2Dilepton Invariant Mass (GeV/c
0 20 40 60 80 100 120 140 160 180 200

2
Ev

en
ts

/2
0 

G
eV

/c

0

1

2

3

4

5

6

7

8 WW+Bkgnd

Bkgnd

Data
-1L = 184 pb

 (GeV/c)TLepton P
0 20 40 60 80 100 120 140 160 180 200

Le
pt

on
s/

10
 G

eV
/c

0

2

4

6

8

10

12
WW+Bkgnd

Bkgnd

Data
-1L = 184 pb

FIG. 1. The dilepton mass (top) and lepton transverse
momentum distribution (bottom) for the candidate events
in comparison with the Standard Model expectation. Kol-
mogorov-Smirnov tests of these distributions yield p-values of
13% (top) and 78% (bottom).

muons pass through gaps in the calorimetry or muon sys-
tem and for single prong hadronic decays of the τ lepton
from W → τν is offset by the more restrictive "Esig

T cut
required to control the Drell-Yan background.
The numbers of observed events, the expected Stan-

dard Model backgrounds and the predicted W+W− sig-
nal are compared for both analyses in Table II. The
higher background rates for the lepton+track analysis

6

CDF WW observation (leptonic)
PRL 94 211801 (2005)
hep-ex/0501050

DØ ZZ observation (leptonic)
PRL 101, 171803 (2008)
arXiv:0808.0703

DØ WW+WZ observation 
(W+jets final state)
PRL 108, 181803 (2012)
arXiv:1112.0536
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W boson mass: towards unprecedented precision
• LEP set the standard by 2004
- Uncertainty: 33 MeV combined (51 MeV single best)
• CDF/DØ goals
- Exceed single best LEP measurement
• ~0.2 fb-1 CDF, ~1 fb-1 DØ

- Exceed world average with single measurement
• ~2 fb-1 CDF, ~5 fb-1 DØ 
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Unblinding first Run II W mass measurement at CDF
16 Dec 2006

A. Fit results

The results of the mT fits are shown in Fig. 51, and
Table IX gives a summary of the 68% confidence level
uncertainties associated with the fits. We fit for mW in the
range 65 GeV<mT < 90 GeV, where the fit range has
been chosen to minimize the total uncertainty on mW .
The pT and p6 T distributions are fit in the range 32 GeV<
pT < 48 GeV (Figs. 52 and 53, respectively) and have
uncertainties shown in Tables X and XI, respectively. We
show the individual fit results in Table XII, and the negative
log-likelihoods of all fits in Fig. 54.
We combine results from theW ! !" andW ! e" fits

using the best linear unbiased estimator (BLUE) [76]. The
BLUE algorithm defines a procedure for constructing a
complete covariance matrix using the derivative of mW

with respect to each model parameter [18]. We construct
this matrix assuming each source of systematic uncertainty
is independent of any other source of uncertainty. The
resulting covariance matrix (Table XIII) is then used to
combine all sixmW fits. When combining any subset of fits,
the appropriate smaller covariance matrix is used.
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FIG. 52. The simulation (solid line) and data (points) pT
distributions for W boson decays to !" (top) and e" (bottom).
The simulation corresponds to the best-fit mW , determined using
events between the two arrows. The uncertainty is statistical
only.
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FIG. 51. The simulation (solid line) and data (points) mT

distributions for W boson decays to !" (top) and e" (bottom).
The simulation corresponds to the best-fit mW , determined using
events between the two arrows. The uncertainty is statistical
only. The large #2 for the electron fit is due to individual bin
fluctuations (Fig. 55) and does not bias the fit result, as evidenced
by the small change in the fit mW when the fit window is varied
(Fig. 58).

TABLE IX. Uncertainties in units of MeV on the transverse
mass fit for mW in the W ! !" and W ! e" samples.

mT fit uncertainties
Source W ! !" W ! e" Correlation

Tracker momentum scale 17 17 100%
Calorimeter energy scale 0 25 0%
Lepton resolution 3 9 0%
Lepton efficiency 1 3 0%
Lepton tower removal 5 8 100%
Recoil scale 9 9 100%
Recoil resolution 7 7 100%
Backgrounds 9 8 0%
PDFs 11 11 100%
W boson pT 3 3 100%
Photon radiation 12 11 100%

Statistical 54 48 0%

Total 60 62 ! ! !

FIRST RUN II MEASUREMENT OF THE W BOSON . . . PHYSICAL REVIEW D 77, 112001 (2008)

112001-41

CDF 200 pb-1

First Run II measurements
80413 ± 48 MeV (CDF, 2006)
80401 ± 43 MeV (DØ, 2009)

PRL 99 151801 (2007)
PRL 103 141801 (2009)

nb. CDF e+µ, DØ e only
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W boson mass: achieving unprecedented precision
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FIG. 12: Measured ∆p/p as a function of the mean cotθ of the muon
pair from J/ψ decay, after requiring |∆cotθ | < 0.1 and including
corrections.

curvature c of the form

cotθ → sz cotθ ;
c→ c− t cotθ .

(19)

For muons from J/ψ decay the dependence on ∆cotθ is re-
moved with a z-scale correction sz = 1.001640± 0.000018
and a twist correction t = (1.320± 0.092)× 10−7 cm−1.
The modeling of energy loss of muons traversing the sil-

icon tracking detector is probed by measuring ∆p/p as a
function of 〈1/pµT 〉, the mean unsigned curvature of the two
muons. A bias in the modeling of ionization energy loss ap-
pears as a linear dependence of this measurement [13]. Af-
ter applying a scale factor of 1.043 to the simulated amount
of ionizing material in the tracking detectors, a linear fit in
the range 〈1/pµT 〉 = (0.1,0.475) GeV−1 gives a slope consis-
tent with zero (Fig. 13, top). Using the fit to extrapolate to
zero mean curvature, we find ∆p/p = (−1.311± 0.004stat±
0.022slope/material)× 10−3.

4. Systematic uncertainties

Systematic uncertainties on the momentum-scale correc-
tion extracted from J/ψ → µµ decays are listed in Table III.
The dominant uncertainty arises from the modeling of the ris-
ing portion of the mµµ lineshape. Since we model final-state
QED radiation with a leading-log Sudakov factor [13, 60], the
modeling of this region is imperfect. We estimate the cor-
responding uncertainty by varying the factorization scale Q
in the Sudakov form factor to minimize the sum-χ2 of the
〈1/pµT 〉-binned J/ψ mass fits (one of these fits is shown in
the bottom of Fig. 13). The change in the fitted ∆p/p for
this Q value, compared to the nominal value of Q = mJ/ψ , is
0.080× 10−3.
We determine the impact of the nonuniformity of the mag-

netic field by applying the magnetic field correction obtained
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FIG. 13: Top: Fractional momentum correction ∆p/p as a function
of the mean inverse transverse momentum of the muons from J/ψ
decay. Bottom: Representative mµµ fit (histogram) to data (circles),
here in the range 〈1/pµT 〉 = (0.2,0.225) GeV−1. The fit region is
indicated by arrows.

from J/ψ → µµ data toW → µν data. The resulting shift in
MW is in the same direction as the shift in the J/ψ momentum
scale, resulting in a partial cancellation of the corresponding
uncertainty. The residual shift in MW corresponds to a mo-
mentum correction shift of 0.064× 10−3. The uncertainty on
the magnetic field correction is estimated to be 50%, resulting
in an uncertainty of 0.032× 10−3 on ∆p/p for the MW fit.
Fixing the slope in the fit to ∆p/p as a function of 〈1/pµT 〉

gives a statistical uncertainty of 0.004× 10−3 on the ∆p/p
correction at zero curvature. Including the slope variation, the
uncertainty is 0.022×10−3, which is the effective uncertainty
due to the ionizing material correction.
We quantify the uncertainty due to COT hit-resolutionmod-

eling by varying the resolution scale factor (see Sec. IVD) de-
termined using the sum-χ2 of the highest momentum bins in
the 〈1/pµT 〉-binned J/ψ mass fits. Fitting for this factor in in-
dividual 〈1/pµT 〉 bins, we observe a maximum spread of 3%.
Assuming a uniform distribution gives a 1σ variation of 1.7%,
which corresponds to an uncertainty on ∆p/p of 0.020×10−3.
The background in each J/ψ → µµ mass distribution is

described by a linear fit to the regions on either side of the

track and Aðe; trkÞ is the track acceptance in the invariant
mass window 70 < me;trk < 110 GeV, both measured in
data control samples. The fraction of Z → ee background
events in the W → eν candidate sample is found to be
ð1.08# 0.02Þ%. The uncertainty is dominated by the
precision with which the efficiency ϵ0jet is determined
and by the limited number of jet objects reconstructed in
the ICR consistent within the Z → ee mass window.

B. Multijet background

The MJ background is determined using a loose sample
obtained by only requiring that the matched track is within
0.05 in Δη and within 0.05 in Δφ from the EM cluster
(Sec. IVA), instead of using the standard track matching,
which contains track quality requirements (Sec. IVF). This
sample contains all events satisfying the standard selection

requirements, but has a significantly higher contamination
from the MJ background than the standard sample. The
probabilities for electron candidates in W → eν events (ϵe)
and in MJ events (ϵf) to pass the complete matching
requirements given that they already satisfy the loose match
requirement are determined in control samples. The prob-
ability for real electrons is determined from Z → ee data
using tag and probe, and the probability for electron
candidates in MJ events is determined from data dijet
events. They are parametrized as a function of electron pT
and can be seen in Figs. 37 and 38. The loose sample event
yield, NL, the standard sample event yield, N, and the two
probabilities are then used to determine the MJ background
yield in each bin i of a distribution by solving the system of
equations

NðiÞ
L ¼ NðiÞ

W þ NðiÞ
MJ;

NðiÞ ¼ ϵðiÞe NðiÞ
W þ ϵðiÞf NðiÞ

MJ; (37)

for the MJ background, given by ϵfNMJ. The contribution
from MJ events is found to be ð1.02# 0.06Þ% of the
selected W → eν candidate sample. The uncertainty is
dominated by the precision with which the tight track
match efficiency is determined.

C. W → τν background

The W → τν → eννν contribution is determined from a
simulation of the process using RESBOS for event gen-
eration, TAUOLA [75–78] for τ lepton decay, and fast MC
for detector simulation. Because the electrons arise from a
secondary decay, their momenta are lower than for elec-
trons fromW → eν decays and their distribution is broader.
The background contribution fromW → τν decays is found
to be ð1.668# 0.004Þ%, with the uncertainty dominated by
the uncertainty in the τ → eνν branching ratio [13]. The
uncertainty in the MW measurement arising from incorpo-
rating theW → τν → eννν events as background instead of
a MW dependent signal is small.
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CDF 2.2 fb-1

Calibrating with well-known resonances:
J/ψ,Υ, Z at CDF; Z at DØ

σ0 and αMB) of ηimb for data and fast MC distributions.
The fits using the mean and the RMS are performed
independently.

2. Fit results

The results from the minimization of the mean ηimb as a
function of pee

T for collider data are

r0 ¼ 1.047" 0.008;

r1 ¼ 2.07" 0.39;

τHAD ¼ 2.51" 0.32 GeV;

and the results from the minimization of the RMS are

σ0 ¼ 1.238" 0.040; αMB ¼ 0.633" 0.064:

The corresponding two correlation matrices are

r0 r1 τHAD
r0
r1

τHAD

0

B@
1 0.30 −0.49

0.30 1 −0.90
−0.49 −0.90 1

1

CA
;

and

σ0 αMB
σ0
αMB

!
1 −0.68

−0.68 1

"
:

Figure 36 shows the comparison of the mean and the width
of the ηimb momentum imbalance distributions between
data and fast MC for the ten different pee

T bins. The quantity
χ is defined as the ratio of the difference between data and
fast MC divided by the uncertainty in the data for each bin.
The data ηimb width at low pee

T is systematically smaller
than in the fast MC, indicating some inaccuracy in our
description of the recoil resolution at low pZ

T. The low pZ
T

region is difficult to model because the recoil momentum is
dominated by instrumental effects and its impact can be
seen on the W and Z recoil momentum distributions in the
Appendix. The difference observed between data and
expectation is, however, covered by the recoil system
systematic uncertainties.

3. Recoil modeling systematic uncertainties

The size of the Z → ee sample determines the statistical
precision of the five smearing parameters. We use pseu-
doexperiments, as described in Sec. IIE, to propagate their
uncertainties to the measured MW and determine the recoil
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Measurement Relative weight in %
CDF [8] 0.1
CDF [9] 0.5
CDF [10] 1.9
D0 [12–15] 2.8
D0 [16] 7.9
CDF [17] 60.3
D0 [18] 26.5

TABLE IV: Relative weights of the contributions to the com-
bined Tevatron measurement of MW .

80200 80400 80600

Mass of the W Boson

 [MeV]WM

Measurement  [MeV]WM

CDF )-11988-1995 (107 pb  79±80432 

D0 )-11992-1995 (95 pb  83±80478 

CDF )-12002-2007 (2.2 fb  19±80387 

D0 )-12002-2009 (5.3 fb  23±80376 

Tevatron 2012  16±80387 

LEP  33±80376 

World average  15±80385 

FIG. 1: W -boson mass determinations from the CDF and
D0 Run I (1989 to 1996) and Run II (2001 to 2009) mea-
surements, the new Tevatron average, the LEP combined re-
sult [29], and the world average obtained by combining the
Tevatron and LEP averages assuming no correlations between
them. The world-average uncertainty (15 MeV) is indicated
by the shaded band.

matrix for the seven measurements is shown in Table V.

VII. WORLD AVERAGE

We also combine the Tevatron measurements with
the value MW = 80 376 ± 33 MeV determined from
e+ e− → W+W− production at LEP [29]. Assuming no
correlations, this yields the currently most precise value
of the W boson mass of

MW = 80 385± 15 MeV. (2)

The combination of the seven statistically independent
Tevatron measurements and the LEPmeasurement yields

 (GeV)tm
168 170 172 174 176 178 180 182 184

 (G
eV

)
W

M

80.34

80.36

80.38

80.40

80.42  (Tevatron)
t

 (World Average), mWM

+68% C.L.

FIG. 2: The most recent world average of MW is displayed
along with the mass of the top quark mt [5] at 68% C.L. by
area. The diagonal line is the indirect prediction of MW as
a function of mt, in the SM given by Ref. [6], assuming the
measurements of the ATLAS and CMS [1] experiments of the
candidate Higgs-boson masses of 126.0 GeV and 125.3 GeV
respectively.

a χ2 of 4.3 for 7 degrees of freedom with a probability of
74%. Figure 1 shows the individual measurements and
the most recent combined world average of MW .

VIII. SUMMARY

The latest high-precision measurements of MW per-
formed at the CDF and D0 experiments, combined with
previous measurements by the Tevatron experiments, im-
prove the uncertainty on the combined Tevatron MW

value to 16 MeV. The combination of this measurement
with the LEP average for MW further reduces the un-
certainty to 15 MeV. The substantial improvement in
the experimental precision on MW leads to tightened in-
direct constraints on the mass of the SM Higgs boson.
The direct measurements of the mass of the Higgs boson
at the LHC [1] agree, at the level of 1.3 standard devia-
tions, with these tightened indirect constraints [37]. This
remarkable success of the standard model is also shown
in Fig. 2, which includes the new world averageW -boson
mass, the Tevatron average top-quark mass measure-
ment [5], and shows consistency among these with the
calculation of MW [6], assuming Higgs-boson mass de-
terminations from the ATLAS and CMS experiments [1].
We thank the Fermilab staff and the technical staffs of

the participating institutions for their vital contributions
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Forward-backward asymmetry: measuring sin2θW
• Indirect measurement of weak mixing angle
- Obtain from angular distribution of leptons in Z decays
- Extract forward-backward asymmetry (AFB)
- Measure AFB→sin2θefflep →sin2θW
• Can also obtain indirect measurement of MW

• CDF+DØ: most precise determination at hadron colliders!
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W boson mass: one final surprise?
• CDF goal with the full Tevatron dataset 
- Once again exceed world average precision
- < 10 MeV total uncertainty
• Nearly every systematic uncertainty constrained by 

data 

• Powerful validation: independent Z mass
- MZ = 91192.0±7.5 MeV (muons)
• Single most precise hadron collider measurement!

• MW = 80433.5±9.4 MeV
- Significant tension with SM prediction! 
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Conclusions
• The Tevatron
- Hadron collider discovery frontier after SppS
• Highest energy collider in the world from 1985 to 2009

- Pushed the boundaries of precision physics at a hadron collider

• HERA
- First ever electron-proton collider
- Precision probe of parton structure: unique test of electroweak physics

• Foundation for the next generation
- Expertise from both sets of experiments crucial for LHC physics program
- See next talks!
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