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Why Sequencer

To reduce the number of manual actions needed to
to control the increasingly advancing machines and goals.

To shorten the turn-around times.

The CERN accelerator complex
Complexe des accélérateurs du CERN

The well-defined and deterministic problem to address:
efficiently execute n-steps to achieve the given state;
repeatedly and reproducibly.
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Sequencer - automation of operations

87 Sequencer Execution GUI (PRO) : 1.1.3

Kk Help

(5] ~ RBA:Ihcop % Ko\)@\(}
efirw:lc;::zizrp SEQUENCE B1: ARM LBDS = ‘;Dwm The Seq uencer system .

(" B1: RESET BPMD

e S— - framework and dedicated applications,

Plmammnon A0 e used to enable automation of operations and to help
¢ UNLINKBISB1LOOP A \3 - »
¢ mowasmoors 5% [0 0 qeamunscomoors | drive the accelerators through long sequence of tasks
@ UNLUNKBISB2LOOPB  © " @ CHECKB1LBOKSACT-STATE=ON
(7) B1: ARMLBDS vlstneospkopmmnoour'av:mss needed tO prOduce the beam-
: i::::{:zf:llOUS XPOC OKB1
¢ ARMIPOCB1
PREPARED ¢ CHECKTSURF PLL LOCKED

’ R camss ewen | PTOvides full control over task execution, allowing:
TASK "UNLINK BIS B1 LOOP A" (4) () CHK B1 BETS,IPOCLASS =READY

Arguments: (") ARM B1 LBDKS, CHK LBDS «READY b k H t

- DEVICE_TYPE=CIBG_1 > rea 'pOI n S,
- PROPERTY=Control « 8

- FESA_FIELD_NAME=unlinkA
- DEVICE_NAME=CIBG.UAS3.L6 PREPARED

AT G e - — > stepping, skipping, repeating, etc.

sTop e > executing the tasks in parallel.

Server logs

~

CETOND 02
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System architecture

I é >Java ”% Sequencer GUI I Clients
| Java RMI, JMS | e I """""""""""""""""""""""""""""""""""
Sequencer RIS .. ... ... e o OB oo e ot e .
: Sequencer middle-tier server ;
Java l instantiates
Sequence Manager > Sequence Executor

g) & spring 0

Compiler
API

’ Service-specific

|

provides the API to
browse existing
sequences and
basing on those

Sequence Editor provides the API to control the

provides the API g duaNces

to compose
sequences

o ey e

| sa || sis || Timing || || nw |

\ \
instantiate running Script-based | | Task-based |
| |
| |

{ {
| |

. sequences : executor : executor
Technologies: \ \

A SN RN A SRV Rae .
= Java (Spring, RMI), JMS for client-server (ActiveMQ), : L”rggg; £ £
= Eclipse SWT + JFace for GUI gl gl

= Sequences = Java classes in Git, no RDBMS g B .
B e |Tasks| |Tasks| |Tasks| |Tasks|
Except the authorisation (RBAC), Sequencer | e R iR R e

framework is not CERN specific

Sequences
Reliable
Storage

Sequences
Local
Storage

Accelerator
hardware

Sequencer in numbers
Framework: 1250 Java files, 105k LOC
Tasks utils & commons: 191 Java files, 14.5k LOC

Gt

P N
w202
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Sequencer - a task

CETOND 02

~

@Attrib(name = DEVICE_TYPE, description = "LSA device type", typeEnum = TypeEnum.LSA_DEVICE_TYPE)

@Attrib(name = LSA_HW_COMMAND, description = "HW command", typeEnum = TypeEnum.LSA_HW_COMMAND, value = HWC_LHC_COLL_LOAD_THRESHOLDS)
@TaskMethod(name = "LOAD COLL THRESHOLDS", description = "Load collimator thresholds", displayName = "Load collimator thresholds")
public static ArrayResult<?> loadCollThresholds(

@Param(name = DEVICE, description = "Device name", typeEnum = TypeEnum.LSA_DEVICE) String deviceName,
@Param(name = LSA_DEVICE_GROUP, description = "Device group name", typeEnum = TypeEnum.LSA_DEVICE_GROUP) String deviceGroupName,

@Param(name = TIMING_USER, description = "Timing user (context)", typeEnum = TypeEnum.JAPC_SELECTOR) String timingUser)
throws Exception {

return loadCollThresholdslgnoringResidency(deviceName, deviceGroupName, timingUser, false);

}

Takeaways:

» tasks, from interacting with HW equipment, to running the algorithms, are
procedures programmed in Java

» code-completion in IDE for developers, creating a task = writing code

task meta-data (@Attrib) can be used to enable validation, and to limit generic
tasks to specific scenarios (e.g. machines)

A\

» like any code, tasks reside in VCS (version control system)
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Sequencer - a sequence

PREPARE COLLISIONS | TESTLBU R Edit task properties {
PREPARE COLLISIONS TT
LoAD PC TABLE ORBIT H ¥ () TEST LBU Display Name Load collimator thresholds
Loa b TABLE ORBTY ¢ Load collim 35
— Edit sequence properti RIS PANE LI « Wait for any update from sparameterNam| Execution directive RUN >4
AD PC TABLE CHROMA
AD PC TAILE COUPUNG & Load crysts tor threshoid Attributes
Storage Name* TEST LBU .
—_ ) [ PG JANE OLTUROLE DEVICE_TYPE [LHCCollimator]
pscription Test for ICA!
ST ost for ICALEPCS Pt oevIcE LSA_HW_COMMAND [LMC_COLL_LOAD_THRESHOLDS)
Arguments
Description
DEVICE | null v (@ val O var
Type* -
CURRENT_A LSA_DEVICE_GROUP  null v o val
ENERGY_GEV AD T COM-SEFTINGS-
LANDAU DAMPING AD TCT COLL THRESHOLDS TIMING_USER  null - o) val
o ADFCECOEFHE SO0t
JAPC_DEVICE_NAME €OK TCT CORL SETTINGS ARMED TASK *Load collimator thresholds* (NEW) .
m E£CK TCT COLL PRS ARMED IGNORE_CONTEXT_RESIDENCY false v (e val
oK T SO SETINGSANNED Attributes (= read-only arguments):
LSA_DEVICE_GROUP Sew T o san amun DEVICE_TYPE = [LHCCollimator]
SRERARGESE e s RescmiT LSA_HW_COMMAND = [LHC_COLL_LOAD_THRESHC
v Cancel oK
SEND STAXT TBL (38) EVT (COLUISIONS TABLE) g
. WAIT FOR P STX Arguments:
© END SUBSEQUENCE BREAK - DEVICE (VALUE) — O
type name: java.lang.String LOAD TCDQ BETASTAR ACTIVE 1P
description: Device name LOAD TCDQ BETASTAR ACTIVE 1P (IGNORE RESIDENCY)
type enum: LSA_DEVICE
value: null LOAD TCDQ BETASTAR THRESHOLDS

LOAD TCDQ COLL ENERGY THRESHOLDS

PREPARE COLLISIONS", description="PREPARE COLLISIONS FROM 3.5 M SQUEEZED OPTICS", categories="DEVELOPMENT")

The sequence, and a sub-sequence, """
iIs a named list of tasks.

Seq uences are created wit h a d ed ica ted ed ito r _displayName("PREPARE FEEDBACKS FOR PHYSICS"):new PREPARE_20FEEDBACKS_20FOR_20PHYSICS().exec();

_displayName("ENSURE START_COLLISIONS TABLE LOADED"),CBCM.ensureEventTableLoaded('Start_Collisions");
_displayName("VIOVE STATE/BEAN_MODE = ADJUST")new MOVE_20STATE_2fBEAM_5fMODE_20_3d_20ADJUST().exec();
. _displayName('PREPARE SEPARATION BUMPS COLLAPSE");new PREPARE_20SEPARATION_20BUMPS_20COLLAPSE().exec();
Tas ks & Su b-seq uences can be pa ram ete ”sed _displayName("DRIVE COLLISIONS BP FOR PC's AND COLLIMATORS);new DRIVE_20COLLISIONS_20BP_20TO_20COLLIDE_20HW().exec();
_displayName("END SUBSEQUENCE BREAK");_break();SEQ.sendl "End break’, (java.lang.Boolean)null);
}

End-result, the sequence is generated Java code ’

>
>
>
>

There are no limits on sequences length
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Edit and execute

PREPARE COLLISIONS 2

¥ [1) PREPARE COLLISIONS
] PREPARE FEEDBACKS FOR PHYSICS
» (7] DISARM FEEDBACKS
» ) SWITCH ORBIT AND ENERGY FB OFF
» (7] SET QFB OFF
» () DISABLE RT TRIMS
« ENSURE START_COLLISIONS TABLE LOADED
¥ (1) MOVE STATE/BEAM_MODE = ADJUST
« MOVE TO STATE=ADJUST
« SET BEAM MODE=ADJUST
¥ 1) PREPARE SEPARATION BUMPS COLLAPSE
¢ INCORPORATE 1.5M TRIMS INTO COLLISIONS
« INCORPORATE RF FREQ 1.5M TRIMS INTO COLLISIONS
o REGENERATE ACTUAL END BP FOR PHYSICS
@ MAKE LHC.USER.COLLISIONS RESIDENT

> S LOAD COLLIEIOM CHMC EOD ADT GAIME AMD DUACE EUIE

TASK "INCORPORATE 1.5M TRIMS INTO COLLISIONS® (10)

Arguments:
- SRC_USER (VALUE)
type name: java.lang.String
description: Accelerator user mapped to the source beam process
type enum: JAPC_SELECTOR
value: LHC.USER.SQUEEZE-END

- DST_USER (VALUE)
type name: java.lang.String

Aacenntinn: Accalaratar icar mannad ta tha dactinatian haam nencace

The Sequencer GUIs:
Editor of sequences and the Executor (to control and monitor the execution).

Tasks Sequences

Refresh sequences
coLL

v DEVELOPMENT
COLLAPSE SEPARATION BUMPS
DISABLING INJECTION AND INj COLL OUT
INJECTION COLLIMATORS IN
LHC COLLISIONS AT INJECTION SEQUENCE

PREPARE COLLISIONS

PREPARE TUNE FOR COLLISIONS
v EQUIPMENT TEST
B1&B2: RAMP ALL COLLIMATORS (TEST ALIGNMENT)

COLLIMATOR INJECTION SETTING CHECKS (NO THRESHOLDS) FOR 450 GEV @IN|

COLLIMATOR MP TEST
COLLIMATOR RAMP TESTS
COLLIMATOR RAMP&SQUEEZE TEST 6.5TEV - BS
COLLIMATOR TCDQ FULL LHC CYCLE TEST
SEND RAMP COLL TIMING EVT

v MD
ATS: DRIVE COLLIMATORS BEFORE SQUEEZE
B1: SEND COLLIMATORS THREADING CLOSE IP1
B1: SEND COLLIMATORS THREADING CLOSE P2
B1: SEND COLLIMATORS THREADING CLOSE IP3

Sequencer Editor

~

WETIND 02

ALL RF TASKS 2 m TEST DIALOG

¥ [ ALL RF TASKS
» ;ILOAD RAMP SETTINGS IN ALL RF FGC

)

»

W TEST CHANGING TIME

) SWITCH RF POWER TO STANDBY
() SWITCH RF OFF

TRIM ALL CAVITY Q TO 20000
TRIM ALL CAVITY Q TO 60000
TRIM RF TOTAL_VOLTAGE AND CAVITY Q FOR
TRIM RF TOTAL_VOLTAGE AND CAVITY Q FOR

) ARM LONGITUDINAL BLOW-UP

« Bl: RESET LONGITUDINAL BLOW-UP

« B2: RESET LONGITUDINAL BLOW-UP
(7] LOAD RF BLOW_UP SETTINGS

« Bl: ARM LONGITUDINAL BLOW-UP

« Bl: ENABLE LONG BLOW-UP FEEDBACK
« B1: SET LONG BLOW-UP PAYLOAD 23

« B2: ARM LONGITUDINAL BLOW-UP

P Run

] Step MNskip W

PREPARED

Console

Details Result

server logs

Sequence prepared : Sequenceld = TEST CHANGING TIME TASKS@2
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Select sequence (WA

AU CUAU WIDLORIVY S0 T NS
AFP-ALFA ROMAN POTS INSERTION (LHCf) I
ALFA ROMAN POTS INSERTION - HIGHBETA2018
ALFA XRP INSERTION - HIGHBETA @IN)

ALICE CROSSING ANGLE FLIP

ANTI-TELSCOPE AND LHB ROTATION SEQUENCE
ARM BLMS BUFFERS

ARM LBDS B1 AND B2 2015

ARM LBDS B1 AND B2 FROM QUICK LAUNCH PANE
ARM LHC BIC B1 AND B2

ARM LONGITUDINAL BLOW-UP

ARM ORBIT FEEDBACKS

ARM TUNE FB SETTINGS

B1 : CHECK ALL COLL HAVE BIC INTERLOCK
B1&B2 RAMP SETTING TCDQ

B1&B2: CHECK CRYSTALS HAVE BIC INTERLOCK
B1&B2: CHECK CRYSTALS HAVE ENERGY INTERLOY
B1&B2: CHECK TCDQ HAVE BIC INTERLOCK
B1&B2: CHECK TCDQ HAVE ENERGY INTERLOCK
B1&B2: CRYSTALS TO INJECTION SETTINGS
B1&B2: CRYSTALS TO PARKING

B1&B2: RAMP SETTING COLLIMATORS DUMP PROT
B1&B2: TCDQ TO PARKING

B1&B2: TCDQS TO INJECTION SETTINGS

Sequencer Executor




Two distinct stages when using the system:
implementation of a task, and assembly of the sequence.

Task creator
(Eqp expert / 0perations) Implement task ’ GIT ﬁ CI/CD # Release task # Task available
.

h 4
Implement EEEEEEEEEEREEN)
validator M
\ 4

Sequence creator Create/update > Sequence > ; — —
(Operations) * sequence validation SeuuencaLpetie o Deployseqiienca

The tasks and sequences can be created by any user: equipment experts, operations, controls
engineers, others. Once available in system repository, both entities can be used and require no
detailed knowledge about the implementation details.

~

CETOND 02
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State of adoption

The Sequencer is used by several CERN machines, primarily in LHC,
as well as across the injectors (SPS, PS, PSB, LEIR) and
during HW Commissioning campaigns (Hwc).

> For HWC fully programmatic approach is used (Sequencer via API access)
> The system is used in a variety of scenarios:

v"  Hardware and machine commissioning

v" Machine Development specific procedures

v Complete operational stages, e.g. RAMP, SQUEEZE in LHC

v'and more...

> The type of tasks usually falls into one of the categories: check/wait, set/ensure e.g.
“check if all Power Converters are ready” > call HW status property
"ensure Power Converters ready” = check if PCs are ON, if not, set ON and wait for confirmation

The portfolio of tasks and sequences is growing
close to 2000 (sub) sequences for LHC; over 350 task types; LHC nominal sequence > close to 2100 tasks

~
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WETIND 02

What works well

» Modular approach with configurable entities such as: Task/Sub-Sequences/Sequences
» Enable re-use of entities, limiting copy & paste proliferation of task and sequences

» Sub-sequences simplify workflow de-composition, from small HW-oriented procedures to rich
operational sequences

» Separation of Implementation (tasks), from Edition and Execution of sequences
» With hindsight - direct use of Java (no DSL or scripting)

and... what is missing to empower the users

» Sequences with loops, conditions, parallelism of sub-sequences

» Tasks to return results or depend on each-other > a double-edge sword (rapid growth of complexity)
» Complete API for programmatic interactions / embedding to other systems
>

(possibly) Python task, and more...
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The outlook

In the context of efficiency, and the objective to further automate and shorter the
turn-around times of CERN machines, the Sequencer acts as a building block.

How to automatically fill LHC?

How to automatically recover from HW/SW issues?
... and many more specific questions to answer

In this context, we plan to:

Invest more into it, re-think GUI and modernize, addressing known technological risks, to
consider opening it, when justified by the external interest, rearchitect.
The work to begin in 2024++ horizon, driven by the Efficiency working group@CERN.

How other labs could benefit from the Sequencer?
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Sequencer is the main automation software solution
for CERN accelerators operations.

It is a well-established system and
the problems it addresses are not CERN specific.

Planned evolution and extensions aim to further increase
the efficiency by helping to shorten the turn-around times.

We are embarking on making it more modular, extended, modernized.
An opportunity to collaborate and let other labs profit.
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