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Setting the scene ...

LHCb Upgrade in Run3 Ly 4 1032 > 2 103 cmr2 571
L1 =>70
- full software trigger with high tm; 3(Run1) + 5(Run2) fo! > 50fb-"

signal purity
- analysis directly on trigger output

Very challenging for software & computing

Modernization of the whole LHCb software

- Multi-threading

- Better use of multi-processor CPUs
- Reduce memory usage

- Optimize cache performance

- Remove dead code

- Modern data structures

- Enable code vectorization

- Enable algorithmic optimization

- HLT1 reconstruction on GPUs
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Infrastructure



LHCDb Performance Regression Tests

e Infrastructure in place with nightly builds to che1
changes as they come in E
¢ ClI-> Nightly builds -> QM/PyTest -> LHCbPR

» Run LHCb applications, various configurations | mEm | e
¢« MC generators, LHC conditions, detector geometry % | ~x2.5{ |
» Typical monitoring properties: o U /\) ARENEE
« Application behaviour =
e Timings, CPU/memory profiling, stack traces sampling (planned) ;j: L = =
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¢« And relevant physics distributions
o Numbers of tracks/vertices, momentum, energy deposits

e One nightly build setup to adapt to and explore
newer versions of Geant4
¢ 10.6.4 in production, 10.7.3 in nightly,
¢ Plantoadd 11 in near future

WIP to include profiling with flamegraphs to
pinpoints CPU hotspots
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LHCbPR Geant4 tests

GEANT4 Simulation

Hadronic cross-section Detailed and fast simulation validation

Radiation length and Detailed timing in detector

lorimeter :
Calorimete absorption map volumes

Multiple scattering CPU & memory profiling, stack traces sampling
Slmpllfled RICH simulation Reconstruction

Gamma conversion Trigger throughput profiling Tracks monitoring

Some G4 tests also within Gauss.
Increase tests suite as necessary




LHCbPR Geant4 tests

Presented at G4 TF in Sprin
New release of Gauss v56r3 Pring

- Incorporates speed up of Geant4 simulations by A. Valassi

- Lots of time spend on Run3 |
G4LogicalBorderSurface: :GetSurface 3 e i
- More RICH PMTs in Run3 —> R -

bigger impact

Fix: newer version of Grant4 performs a look
up using std: :map rather than std: :vector

— back-ported to current version
Impact of detector geometry on timing:

; 793 786
; 76.6 773 77 77.9 77.9 786 771
Run2 Sim09 e — 2450—— 2_8.\; N
Run2 Sim10 63 656 .+ 665 658 658 655,664 657 .65 1654 663 45 go5 66 666 653 659 gs2 5 .. 664

-+ Run3 Sim10 <

*all samples use same
2016 running conditions

17.8_397 399 394 35 388 377 378 384 382 38.
342
302 303 319 303 303 306 30 304 299 A 312

Sim10 is >2x faster than Sim09 when e Sy ey
simulating the same conditions!

KSR



Fast Simulations



Fast Simulations and ML with Geant4

Trained
Generator

Fast simulations with Geant4:

- Stop detailed simulation in a particular region of
the detector for a given type of particles

- Use machine learning to produce the output

External
Detector

p— = ——— r— o —— —

And machine learning

- Train a ML model to be able to produce the
same output as Geant4

- Produce hits by running inference on the
generator

- Interface to machine learning libraries !!




ML model serving with Gaussino

D Gaussino new experiment-independent Core
Simulation framework

Gauss[-on-Gaussino] is the new version of the LHCb

3 [;;;E:,&Gaussmo J[ S simulation framework
o {Pythia’{GeanmJ[ Gaudi ) - based on Gaussi.n.o’s core elements
J - adds LHCb-specific components and configurations

Machine model serving using a Machine model evaluation using
Gaudi’s Service: Gaudi’s tools and algorithms
- Loading of the model - Provide the right input
- Setting ML backend’s general - Handle the output

properties

- Handling multithreading



Machine Learning interface

Tested both pyTorch and ONNXRuntime in Gaussino

pyTorch inference throughput per thread
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CaloChallenge

*# CaloChallenge idea “# First benchmarks in Gaussino

Gaussino Peliney
im0 standsione

T T T T T T

Speedup [a.u

presented at CHEP talk

¢ new Geant4 initiative:

100+ o |
CaloChallenge (more info) 3
£ sof 1
¢ train on experiment-agnostic g )
training dataset ! 0 v; : I\‘(‘F”. |‘5 '."Yl 2‘5 "1ﬂ T“ j() N
. . . Longitudinal profile Number of threads
¢ compare various models objectively, g el ot umterof e
. retrain the chosen model on the 3 oo 1
target geometry! b/
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GPUs



GPU based simulation in LHCb

» Inthe LHCb experiment the detailed @ 100
. . . S 0.75
simulations, based on Geant4, dominate 5 050 .
the use of computing resources Somy i v
Foool? o me Y u —mwml 7"
. SR ELLLCLEILLLE
= In particular two are the processes &&°¢<f;@°\;@%¢“¢i@\b}@L§®¢,§°1Q_Q@é~°&%§ &
(NI )
responsible: & & & SIS FF S
& F ¥ & &
¢ Electromagnetic showers inside the calorimeters ® i&‘;@&O o
Q
¢ Optical photons transportation in the RICH %\f
detectors

Investigating a hybrid workflow scheme with the use of GPUs to tackle
the issue for EM showers and optical photons leveraging on HEP R&D



GPU based optical photons simulation in LHCb

e Tests performed with OPTICKS, that provides an interface between Geant4

and the NVIDIA OptiX ray tracing engine to simulate photon propagation
while maintaining the simulation of other particles on CPU

e Two RICH detectors in LHCDb for PIDs

7L rro o filled with different gases for different momentum ranges
ol [N Dem: o Equipped with a dual set of mirrors
— - /2;2:‘;‘ o Primary: Spherical and .tilted — Light to secondary mirror
o \Lﬁ\,_ ciFro ‘ni:?;ge o Secondary: Planar — Light to photodetectors
veo " t H ' ; —_—
R | <
- e Use a simplified version of RICH1 to validate the performances of
- \( o OPTICKS and check its consistency with Geant4
= o No beam pipe, no exit window, only the upper part is used
" e - o Include mirror reflectivity and MaPMT quantum


https://simoncblyth.bitbucket.io/

GPU based optical photons simulation in LHCDb

e The integration of OPTICKS into the LHCb simulation framework
presents a considerably challenge which requires further effort
and investigations, in particular

¢« The use by OPTICKS of external packages which are required to be specific version
to avoid conflicts for use in distributed computing resources

¢« The necessity to develop an interface between OPTICKS and the LHCb core
simulation framework

e Preliminary work with Mitsuba3 as an alternative

¢ Proof-of-principle pipeline with the simplified settings



https://www.mitsuba-renderer.org/

AdePT integration

=  Ongoing effort with EP-SFT to integrate AdEPT into Gaussino via the Geant4

CustomSimulation (a.k.a. fast) simulation hook
o Witek Pokorski working on it with LHCb student Juan Bernardo Benavides

o Gauss-on-Gaussino ‘CustomSimulation’
machinery configure and triggere a fast
simulation model in Geant4

o AdePT example (17) demonstrates the use of
the Geant4 fast simulation hook to call AdePT
with LHCb GDML geometry

o Combine them to fill the AdePT pipeline with
the particles entering the calorimeter region
and then give back the whole simulated
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information to Gauss/Gaussino to generate dehfine thde region plug AdePT in
. where AdePT
Gauss hits _ takes over the implement a special ‘sensitive
o They should be equivalent to the ones simulation detector’ processing AdePT output
generated in a plain Gauss (Geant4) simulation and creating Gauss hits
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BACKUP



LHCDOPR testing

AICHES
PR data handlers
PR tests queue e python Ly

LHCb

Running on demand Jenkins @”—;' AC PR Status

(web/GitLab Cl) :9: A% rHeP B

PR tests schedule Successful PR APl back-end PR web

nightly builds front-end

SQL

Size of data samples are a compromise between time and statistics
Store results in various forms: basic types/JSON/files (e.g. ROOT)




