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Motivation

O We are interested in Data Center Business:
B architecture choice, system design, procurement, system installation,
operation...

B CPU choice is an important task.
O performance, cost efficiency, power efficiency, compatibility, ...

B Geant4 simulation occupies a big percentage of CPU usage in HEP
data centers.

O Emerging CPUs other than Intel / x86
W Intel is in very difficult situation...
m AMD EPYC (x86)

B ARM-based processors
O Fujitsu AB4FX, Apple M1,...
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Central Computing System

Batch Server
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O Data analysis and MC generation 24/7
B 15,000 CPU cores (Intel Xeon Gold 6230)
® ~ 1M Jobs / day

B MC generation is essential for all experiments.
O It may take a significant fraction of CPU jobs. (guess)
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Power Consumption

O Power Consumption Breakdown:
B Batch Servers (blue): 63%
W Storage (green): 24%
B Servers (mazenta): 8%
B Network (yellow): 4%

O Batch calculation consumes 60% of the total system energy.
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storage Avg: 49.6 kWh == network Avg: 7.68 kWh server Avg: 16.6 kWh compute Avg: 130 kWh
tape Avg: 1.96 kWh
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CPU performance vs. power

, M1 Ultra

PC desktop

’

Relative performance

G4-CM-2023 @ Hokkaido Univ 6

Power consumption (watts)



& GeanT4

» High Energy Accelerator Research Organization

Power Performance: Intel (vs. AMD / Apple)

The Fastest Mobile Processor. Ever.

Power-Performance

Intel Core i9-12900HK

Relative Performance

Does the plot show the reality???

25W 35W 45W 55W
SoC Power (Watts)
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Power Performance: AMD vs. Intel
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Thoughts on Power Performance

O CPU power efficiency is becoming one of the important metrics.
O Plots of “performance” vs. power consumption” are always biased
by each vendor.

B The actual power performance depends on applications.
B \We have to be very careful to understand these plots.

O Apple silicon shows excellent power performance in
Desktop/Laptop.

O Intel is seeking peak performance; it's never-ending...,
B But they cannot neglect power performance.
B Intel seems to be behind AMD (EPYC).

O AMD EPYC processors are increasing the share of HPC systems.
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Situation of ARM CPU

O ARM Architecture

B Designed to be power efficient for devices like embedded systems,
smartphones, etc.

B Apple Silicon, A64FX, ...
B But, each CPU seems to have a different direction.

O Fujitsu AB4FX (48cores)
B ARMV8.2-A + SVE (Scalable Vector Extention)
B |n reality, it is designed and optimized for vectorized applications
B Not suitable for generic applications: much lower performance

O New emerging ARM for HPC
B Ampere Alta (ARMVv8.2+) : 128 cores max
B NVIDIA Grace Hopper (Neoverse, Armv9.0-A): 72 cores max
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Benchmarks

Benchmark Applications

B Using Geant4 ver. 10.7.4
O G4 vi11 series cannot be built in the A64FX compiler.

B G4Bench: https://github.com/koichi-murakami/g4bench
O Electromagnetic shower simulations
O For the v11 series, g4bench? is available on GitHub.

B Microdosimetry
O Simulating physics and chemical interactions using Geant4-DNA

B Evaluations:
O Computing performance in Geant4 sequential and muilti-threading mode
O Power efficiency
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Results of Sequential Mode (1)

13th Gen Intel(R) Core(TM) i9-13900K

Apple Silicon (M2 Pro)

Apple Silicon (M1)

AMD EPYC 7313P 16-Core Processor
Intel(R) Xeon(R) Gold 6326 CPU @ 2.90GHz
A64FX w/ fcc-clang-fast

AG4FX w/ fcc-clang

A64FX w/ fcc-trad-fast

AB64FX w/ fce-trad

A64FX w/ gcc-native

EPS Score
= The number of events per second

ecal_ e1000
e, 396.7

I 210.9
I, 019
273

B 28.0 O Core 9 is the fastest
B Max clock frequency: 5.8 GHz

226 B > 2 times faster than Xeon CPU
B 19.6 | O AB4FX results show much less performance
- 57.0 B Around 1/7 compared to Xeon CPU

0O 50 100 150 200 250 300 350 400 450
EPS Score (#Events/sec)
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Results of Sequential Mode (2)

dna_e750_IRT
13th Gen Intel(R) Core(TM) i9-13900K 470.7
Apple Silicon (M2 Pro) 386.5
Apple Silicon (M1) 343.9
AMD EPYC 7313P 16-Core Processor 272.0
Intel(R) Xeon(R) Gold 6326 CPU @ 2.90GHz 250.4

A64FX w/ fcc-clang-fast 21.7 , )
B The 2-times performance gain was

AB4FX w/ fccclang = 21.9 observed against the other cases for AG4FX.
AB4FX w/ fcc-trad-fast 30.8 * m \We guess that multiple loop processing
that occupies in major part of chemical
ABAFX w/ fee-trad 22,4 simulation is optimized properly by the fast

AB4FX w/ gcc-native 23.7 option of the trad mode.
EPS Score for Microdosimetry 0 50 100 150 200 250 300 350 400 450 500
= The number of events per minute EPS Score (#Events/min)
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Results of Multi-Threading Mode (1)
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Results of Multi-Threading Mode (2)
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Power Performance

EPS (#Events/sec)

ecal_e1000
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4500 il .
-o-Apple S!I!con (M2 Pro) Xeon vs EPYC
4000 -e-Apple Silicon (M1) O EPYC has ~2 times better power
-e-Intel Xeon Gold 6326 (Ice Lake) x 2 performance than Xeon
3500 ~-AMD EPYC 7313P (Milan) m EPS =19.6/ W (Xeon)
3000 B EPS=34.7/W (EPYC)
2500 % m— -/’7//
2000
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1500 O Performance comparison at P = 50 W
1000 B M2 Pro is 5 times faster than Core i9
O Comparing power efficiency at EPS = 2.5K
500 B M2 Pro uses 26% (140W less) power of
0 Core i9
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300

50W

Power Consumption (W)




© X & GEANT4
) High Energy Accelerator Research Organization ) : = AN 1

Summary

O The excellent power performance of Apple Silicon
O Unfortunately, A64FX cannot perform fully in Geant4 applications.

O Intel CPU shows the best peak performance.
B Higher power consumption: It reaches almost 300 W.

B The power performance of Xeon is double that of Core-i9.

O AMD EPYC shows good power performance from a data center point of view.

B 2-times better than Intel Xeon: AMD leads ahead of Intel.

O Future plan:
B AMD 4™ Generation EPYC (Genoa, Zen4)
B Intel 4" Generation Xeon (Sapphire Rapids)

B New ARM processors
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Benchmark Environments

Intel Core i9-
13900K

Intel Xeon Gold
6326 (Ice Lake)

AMD EPYC 7313P

(Milan)

Apple M2 Pro

GEANT4

A SIMULATION TOOLKIT

Architecture

# of cores

Max Clock
Frequency

Memory
(O]

Compiler

x86

P-core: 8
E-core: 16

5.8 GHz

125 GiB

Ubuntu 22.04 LTS

GCC 11.4.0

x86

32 cores
(=16 x 2CPUs)

3.5 GHz

503 GiB

Alma Linux 9.2

GCC 11.3.1

x86

16 cores

3.7 GHz

62 GiB

Alma Linux 9.2

GCC 11.3.1

ARM

P-core: 8
E-core: 4

unknown

32 GB

mac OS 13.5
Ventura

Apple Clang 14.0.3
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ARM

P-core: 4
E-core: 4

unknown

16 GB
mac OS 13.5
Ventura

Apple Clang
14.0.3

ARM

48 cores

2.2 GHz

31 GiB

Cent OS 8.1

GCC 8.5/
Fujistu Compiler




