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Motivation
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Architecture
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NOTED (Network Optimized Transfer of Experimental Data)

An intelligent network controller to improve the throughput of large data transfers in FTS (File
Transfer Services) by handling dynamic circuits.




Elements

FTS (File Transfer Service):

0 Analyse data transfers to estimate if any action can be applied to optimise the network
utilization — get on-going and queued transfers.

CRIC (Computing Resource Information Catalog):

0 Use the CRIC database to get an overview of the network topology — get IPv4/IPv6
addresses, endpoints, rcsite and federation.
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File Transfer Service

Computing Resource Information Catalog
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Package distribution and installation

Available in PyPl https://pypi.org/project/noted-dev/
P ] i S

noted-dev 1.1.37

pip install noted-dev @

Navigation

D Releasehistory
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Projectlinks

A Homepage
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Statistics
View satistic forthis project via

Librariesiol%, o by using suroublic
dataseton Google BigQuery &

et
License: GNU General Public License
13 (6PLY3) (GPLY3 (GNU General
Publicticense))

Author: Carmen iss orers,

Edosrdo Marel (CERN T.C5.NE) £

Project description

NOTED: a framework to optimise network traffic via the analysis of
data from File Transfer Services

Copyrght:

© Copyrighe 2022 cERN. This sofeuare 1s

Compiltionsteps

<o 4nstall NOTED using 3 virtusl enviromment:

Program description:

Common steps:

# Create a virtual environment:
$ pip3 install virtualenv

$ python3 -m venv venv-noted

$ . venv-noted/bin/activate

Ubuntu installation:

# Install noted-dev

(venv-noted) $ python3 -m pip install noted-dev
# Write your configuration file

(venv-noted) $ nano noted/config/config.yaml

# Run NOTED

(venv-noted) $ noted noted/config/config.yaml

CentOS installation:

# Download noted-dev.tar.gz

(venv-noted) $ wget url_pypi-repo_tar._gz

# Install noted-dev

(venv-noted) $ tar -xf noted-dev-1.1.62.tar.gz
(venv-noted) $ pip install noted-dev-1.1.62/

# Run NOTED

(venv-noted) $ noted noted/config/config.yaml



https://pypi.org/project/noted-dev/

Package distribution and installation

Available in Docker https://hub.docker.com/r/carmenmisa/noted-docker

Explore Repositories Organizations Help v

Installation:

Explore  carmenmisa/noted-docker

# Download noted docker container:

carmenmisa/noted-docker * $ docker pull carmenmisa/noted-docker
By carmenmisa  Updated § months ago
‘ NoTED: data from Flle # Run docker container:
L $ docker run --detach --entrypoint /sbin/init
—--network="host" --privileged --name noted.controller

Overview Tags carmenmisa/noted-docker

# Copy your configuration file into the container:

NOTED: a framework to optimise network traffic via the $ docker cp src/noted/config/config.yaml
analysis of data from File Transfer Services noted.controller:/app/noted/config
Copyright # Run commands in the container from outside:

$ docker exec noted-controller noted -h
© Copyright 2622 CERN. This saftware 1s Gistributed under the terns of
the GNU General Public Licence version 3 (GPL Versien 3), copied verbatim $ docker exec noted-controller
B DRI o T Rt 0 ) g S G o /app/src/noted/scripts/setup.sh mail
Intergove rmnental organization or submit Stself to any Jurisdiction

# Run NOTED

$ docker exec noted.controller noted config/config.yaml &

Docker Compllation steps:

# Download noted docker cantainer
$h-3.22 docker pull carmenmisa/noted-docker
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https://hub.docker.com/r/carmenmisa/noted-docker

LHCOPN, LHCONE version
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New features

CUSTOM

NOTED is working based on the
parameters written in a config.yaml
file by the network administrator to

monitor FTS data transfers

NOTED

(Network Optimized
Transfer of
Experimental Data)

LHCONE

When CERN NMS raises an alarm on an interface
in one of the LHCONE border routers, NOTED
identifies the Tier 2, Tier 3 and starts to monitor
FTS data transfers — automatically!

LHCOPN

When CERN NMS raises an alarm on
an interface in one of the LHCOPN
border routers, NOTED identifies the
Tier 1 and starts to monitor FTS data
transfers — automatically!

0 Much more complex for LHCONE since a single path is shared by multiple sites ~ 100.
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Network MONITOrINg (LHCOPN, LHCONE version)
Q Poll the alarms IN/OUT LOAD THRESHOLD EXCEEDED generated by the CERN NMS

Wt B ® O Last

88 Alarms / Spectrum Alarms ¢ oS

Instance

Severity 7
MINOR
MINOR
MINOR
MINOR
MINOR
MINOR
MINOR
MINOR
MINOR

MINOR

Production v

Oce 7

Entity name

Entity name

513-e-rjup1-1_irb.2126

513-v-juxk-12 xe-1.0_11

513-e-fjupl-1_irb.3
513-e-fjupl-1_irb.3530
513-e-rjup1-1_irb.3530
513-v-rjuxl-12_xe-1.0_12

513-e-rjup1-1.irb.2126

513-v-rjuxt-12 xe-1.0_13

513-e-fjupl-1_irb.3530

Type 7
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port
Gen_IF_Port

Gen_IF_Port

Cause ID

Class 7
Port
Port
Port
Port
Port
Port
Port
Port
Port

Port

Exclude secstring | — v

IT/CS Alarm History

Alarm name 7

OUT LOAD THRESH...

OUT LOAD THRESH...

QUT LOAD THRESH...

OUT LOAD THRESH...

IN LOAD THRESHO

IN LOAD THRESHO..

OUT LOAD THRESH...

QUT LOAD THRESH

OUT LOAD THRESH...

OUT LOAD THRESH

Ack 7
No
No
No
No
No
No
No
No
No

No

Start at +

2023-10-06 08:59:23

2023-10-06 0

3:05

2023-10-06 08:21:10

2023-10-06 08:08:03

2023-10-06 07:28:02

2023-10-06 06:58:02

2023-10-06 06:46:00

2023-10-06 06:34:23

2023-10-06 06:15:58

2023-10-06 05:53:02

Cleared at

2023-10-06 08:22:50

2023-10-06 07:32:47

2023-10-06 07:07:47

2023-10-06 07:36:14

2023-10-06 08:44:08

2023-10-06 07:55:57

2023-10-06 06:27:47

Duration 7

00:14:47
00:04:45
00:09:45
00:50:14
02:09:45
01:39:59

00:34:45



Border router forwarding table (Lrcopn, LHCONE version)

Identify the prefixes routed via the alarmed interface

0 Find the IP of the next hop:

BORDER-ROUTER> show interfaces irb.3530 terse

Interface

Admin Link Proto
irb.3530

Local
up up inet 172.24.18.9/30
inet6 2001:1458:302:38::1/64

Remote

0 Find the routed prefixes:
BORDER-ROUTER> show route next-hop 2001:1458:302:38::2

2a00:139c::/45 *[BGP/170] 2d 23:16:51, MED 10, localpref 100

AS path: 58069 I, validation-state:

unverified
>to 2001:1458:302:38::2 via irb.3530

NOTED: Network Optimized Transfer of Experimental Data 1



Identify WLCG destination site (LHcopN, LHCONE version)

0 Lookup routed prefixes in CRIC to O Look for FTS transfers and make a network
identify the destination site: decision if it is causing congestion:

NetWOrkROute: FZK-LCGZ-LH COPNE 88 Transfers /FTS Transfers v «§ @ Last24hoursurc v @ & v @

GroupBy VO v Bin  1h~ Vo  atlas +cms +Ihch v Source Country | All v Dest Country | All v
Source Site | CERN-PROD v Dest Site | FZK-LCG2 v FTS Server | All v Protocol  All v Staging | All v
Include Site | Enter variable value Filters +
Network Site ( ® DE-KIT
ASN © 58060 Efficiency Transfer Throughput
More specific @ False 100480, 0900000000000, 000000e0 6GB/s
. = atlas = atlas
Monitoring URL @ Not set . oms | SCBIS s
Networks @ 468/s
« 157.180.228.0/22 o .
« 157.180.232.0/22
268/s
* 192.108.45.0/24 25% 168/
* 192.108.46.0/23 ‘
P | TSTS | P ah i) B Ccunl
+ 192.108.68.0/24 16:00 00:00 08:00 16:00 00:00 08:00

* 22a00:139c;:/45

Workshop  NOTED: Network Optimized Transfer of Experimental Data 14




NOTED actions

Q

Decision-making: NOTED is making the network decision
to potentially execute an action or not.

Running: NOTED is running but there are no transfers in
FTS so NOTED is waiting and running until the
link-saturation alarm is cleared.

Monitoring: NOTED is running and there are on-going
FTS transfers, but they are below the defined bandwidth
threshold that we establish.

Action: NOTED is running and has triggered an SDN
action to provide more bandwidth.

Stopped: NOTED has stopped because there are no

. Decision-making

transfers in FTS and the link-saturation alarm has cleared.

NOTED: Network Optimized Transfer of Experimental Data 15




NOTED a|armS in MONIT Grafana [Link to the dashboard)]

NOTED Alarms  ©
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Alarm name

CH-CERN to CA-TRIUMF
DE-KIT to GA-TRIUMF
CH-CERN to FR-CCIN2P3
DE-KIT to CA-TRIUMF
ES-ATLAS-T2 to CH-CERN
FR-CCIN2P3 to CH-CERN
RO-LCG to CH-CERN
ES-PIG to CH-GERN
FR-GRIF to CH-CERN
IT-INFN-T2 to CH-CERN
UK-SouthGrid to CH-CERN
AU-ATLAS to CH-CERN
CH-CERN to CA-TRIUMF
CH-CERN to DE-KIT
CH-CERN to DE-KIT

NL-T1 to CH-CERN

DE-KIT to CH-CERN

Version NOTED status  NOTED action SDN status

CUSTOM m Spectrum generated an alarm: NOTED is inspecting FTS. Not provided

U5 el Monitoring o transfers found in FTS. NOTED is still running until Spectrum clears the alarm.  Not provided

CUSTOM The large data transfer is finished.

LHCONE An action on the link may be required: number of events: 1. Throughput [Gb/s]: 412  Not provided
T IR on-seing sow. s tvougnput (st 494

LHCONE The large data transfer is finished.

LHCONE Monitoring  No transfers found in FTS. NOTED is still running until Spectrum clears the alarm.  Not provided

LHCONE

LHCOPN The large data transfer is finished.

Do | reion [
LHCOPN The large data transfer is finished.

LHCOPN Monitoring  No transfers found in FTS. NOTED is still running until Spectrum clears the alarm.  Not provided

LHCOPN An action on the link may be required: number of events: 1. Throughput [Gb/s]: 6.48 Not provided
LHCOPN m Spectrum generated an alarm: NOTED is inspecting FTS. Not provided

The large data transfer s finished.

Not provided

Max FTS Throughput [Gb/s] Interface

0

9.94

7.52 1513-e-rfjupl-1_irb111

103 I513-e-rjupl-1_irb111

1513-e-rjup1-1_irb111

279 1513-e-rjupl-1_irb111

8.79  I513-e-rjup1-1_irb.3530

315 I513-e-rjupl-1_irb.2126

0 I513-e-rjupl-1_irb.3530

1513-e-rjup1-1_irb.3530

1513-e-rjup1-1 irb.3530



https://monit-grafana.cern.ch/d/hOij3uC4z/noted-alarms?orgId=14&refresh=5s

NOTED demo at DC24




Pre—testing at SC23 (LHcoNE, LHCOPN and custom versions)
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Pre-testing at SC23

Components:
0 3x NOTED controllers and FTS at CERN.
a 2x custom version for TRIUMF and Fermilab.
o Ix LHCOPN/LHCONE version.
0 1x NOTED custom controller at KIT.
0 Data storage at CERN, TRIUMF, KIT and Fermilab.

0 AutoGOLE/SENSE circuits between CERN-TRIUMF, CERN-Fermilab and KIT-TRIUMF.
o SENSE circuits are provided by ESnet, CANARIE, DFN and GEANT.

Participants:

2 TRIUMF SXIT @ ESnet_S73aL1GHT" & Fermilab conne cEanT—) DFN

rrrrrrrrrrrrrrrrrr




Plans for DC24

o Monitoring of LHCONE and LHCOPN links at CERN.
0 Dry-run mode: no real actions are taken.

0 In case there is the possibility to relief any heavily congested link, NOTED
can be used with real SDN actions.

ber 2023 - DC24 Workshop  NOTED: Network Optimized Transfer



Thanks for your attention!
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