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● Injecting extra transfers on top of regular experiment traffic
○ is easy
○ is difficult

● It's easy, because
○ We know what we want to do
○ Rucio takes care of the hard work, it's just adding transfer rules
○ There's already some data lying around that can be transferred

● It's difficult, because
○ bash scripts with while loops, parsing CSV, calling CLIs, etc… are not very robust
○ Selection of data to transfer via grep and vim is  … very manual
○ There's a lot of links and injecting with rucio add-rule is slow, easily causing storage overflows
○ Required operator attention too high

● Can we improve the injection?
○ Under the assumption that our target metric is the 1h mean throughput
○ Multiple experiments are using Rucio … one injection tool to rule them all

Lessons from DC21
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● Available at https://gitlab.cern.ch/atlas-adc-ddm/dc_inject
○ Please submit your improvements!

● Address experiences from DC21
○ Wave-like injection pattern
○ Getting rid of transferred data
○ Rate attenuation
○ Universal chaos

dc_inject.py

https://gitlab.cern.ch/atlas-adc-ddm/dc_inject
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● Retrieve unique datasets per source
● Create link configuration
● Run the tool!

○ nohup & tmux are useful

How does it work?
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First trial run :: 10 Mbit T0->T1
(10 min bins)

(1h bins)
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More configuration variations

T0->T1 :: 10 Mbit

T0->T1 :: 20 Mbit
T1->T2 :: 10 Mbit

T0->T1 :: 20 Mbit
T1->T2 :: 10 Mbit
T2->T1 :: 10 Mbit

T0->T1 :: 20 Mbit
T1->T2 :: 10 Mbit
T2->T1 :: 10 Mbit
with 15% fudge

T0->T1 :: 40 Mbit
T1->T2 :: 20 Mbit
T2->T1 :: 20 Mbit

site problems
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● First observations
○ Throughput decay noticeable on sites with not enough uniques

■ Need to reduce rule lifetime

○ Fudge factor
■ Useful if average dataset size is not quite right for the wanted throughput
■ Not useful if you only have large datasets, won't be selected anyway 

○ Rate configuration is static
■ Needs operators to have a look every now and then, configure the "top-up" rate, and restart the tool
■ but we could dynamically get it from MONIT! Will be there for DC24

○ Some improvements necessary w.r.t. reuse of datasets across restarts
■ To reduce "rate catch-up" time  

● dc_inject.py
○ It's not a good name :-)
○ Not even AI can create a logo for it!
○ If you have suggestions, let us know!

Last but not least


